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1. Objectives and Goals of the Research

The fundamental objective of this research is to study behavior of aircraft wake vortices

within atmospheric boundary layer (ABL) in support of developing the system, Aircraft VOrtex

Spacing System (AVOSS), under NASA's Terminal Area Productivity (TAP) program that will

control aircraft spacing within the narrow approach corridors of airports. The purpose of the

AVOSS system is to increase airport capacity by providing a safe reduction in separation of

aircraft compared to the now-existing flight rules. In our first funding period (7 January 1994 -

6 April 1997), we have accomplished extensive model development and validation of ABL

simulations. Using the validated model, in our second funding period (7 April 1997 - 6 April

2000) we have investigated the effects of ambient atmospheric turbulence on vortex decay and

descent, Crow instability, and wake vortex interaction with the ground. Recognizing the crucial

influence of ABL turbulence on wake vortex behavior, we have also developed a software

generating vertical profiles of turbulent kinetic energy (TKE) or energy dissipation rate (EDR),

which are, in turn, used as input data in the AVOSS prediction algorithms. The above mentioned

works accomplished during the past funding period are briefly described in the following
sections.

2. Validated Simulations of Atmospheric Boundary Layer and Wake Vortices

For numerical modeling studies of the ABL and wake vortices, we have used a three-

dimensional, high-resolution, nonlinear, compressible, nonhydrostatic large-eddy simulation

model, the Terminal Area Simulation System (TASS: Proctor 1987, 1996). TASS was originally

developed at the NASA Langley Research Center for studying meso-_, scale phenomena, such as

microbursts and severe thunderstorms in the atmosphere. Thus, we have had to modify the

model for study of the ABL and wake vortices.

2.1. Planetary Boundary Layer Simulation Using TASS

In this study, we have added ABL simulation capability to TASS and validated results

with observed data. There are several options for the surface boundary conditions, one of which

is a validated surface energy budget using the slab model. We have made comparisons with both

the Wangara and Minnesota boundary layer experiments and have shown that results compare

well with the observed data, especially considering the limitations in determining initial

conditions. Details of the results are given in Appendix A.

2.2. The Sensitivity of Large-Eddy Simulation to Local and Nonlocal Drag Coefficients

at the Lower Boundary

During model development and validation, we observed an unexpected sensitivity to the

surface stress boundary condition. It was found that the homogeneity of the surface drag

coefficient plays an important role in the large scale structure of turbulence in large-eddy

simulation of the convective atmospheric boundary layer. In particular, when a ground surface

temperature was specified, large horizontal anistropies occurred when the drag coefficient

depended upon local velocities and heat fluxes. This was due to the formation of streamwise roll

structures in the boundary layer. In reality, these structures have been found to form when shear



thermalplumestructures.We havefound that, in general,a globaldragcoefficient is preferable.
Detailsof theresultsaregivenin AppendixB.

2.3. Two- and Three-Dimensional Wake Vortex Simulations Using TASS

It has been found that two-dimensional simulations are useful for investigating the effects

of stratification and wind shear on wake vortex transport. However, the addition of two-

dimensional background resolved-scale turbulence had only minor effects on vortex transport.

Details of the two-dimensional simulation results are given in Appendix C.

A nested grid scheme and three-dimensional initial and boundary conditions have been

demonstrated as seen in Appendix D. The nested grid scheme allows multiple one-way or two-

way simulations using mass-conservative interpolation and averaging schemes along with

radiative boundary conditions which lets unwanted wave energy pass out of the finer mesh

domains. The three-dimensional wake vortex initial and boundary conditions enforce fully-

developed wake vortices on the upstream boundary but permit the vortices within the domain

to develop spatially and temporally.

3. Effects of Atmospheric Turbulence on Wake Vortices

Three-dimensional simulations using TASS-LES model have been performed with

ambient resolved-scale turbulence. In these numerical experiments, we have examined the

effects of atmospheric turbulence on Crow instability (Crow 1970), vortex decay and descent,

vortex behavior in ground effect (IGE) and the convective boundary layer (CBL). Three-

dimensional real case simulations with atmospheric turbulence are also included.

3.1. Effects of Atmospheric Turbulence on Wake Vortices in the Free Atmosphere

3.1.1. Large Eddy Simulation of Aircraft Wake Vortices within Homogeneous Turbulence:

Crow Instability

The simulation results confirm that the most-amplified wavelength of the Crow

instability and the lifetime of wake vortices are significantly influenced by ambient turbulence.

The Crow instability becomes well developed in most atmospheric turbulence levels, but in

strong turbulence the vortex pair deforms more irregularly due to turbulence advection. The

most-amplified wavelength of the instability decreases with increasing dimensionless turbulence

intensity (rl), whereas it increases with increasing turbulence integral length scale. The vortex

lifespan is controlled primarily by r I and decreases with increasing r I, whereas the effect of

integral scale of turbulence on vortex lifespan is of minor importance. The lifespan is estimated

to be about 40 % larger than Crow and Bate's (Crow and Bate 1976) predicted value, but in

agreement with Sarpkaya's recent modification (Sarpkaya 1998) to Crow and Bate's theory. This

larger lifespan is also supported by data from water tank experiments and direct numerical

simulations. There appears to be a possibility that the scatter in vortex lifespans due to ambient

turbulence alone decreases with increasing Reynolds number, whereas larger scatter of lifespans

in flight tests may result from other factors such as stratification, wind shear, and inhomogeneous

ambient turbulence. Details of the results are given in Appendix E.



3.1.2. Numerical Study of Wake Vortex Decay and Descent in Homogeneous Atmospheric

Turbulence

Numerical simulations are performed in order to isolate the effect of ambient turbulence

on the wake vortex decay rate within a neutrally-stratified atmosphere. Simulations are

conducted for a range of turbulence intensities, by injecting wake vortex pairs into an

approximately homogeneous and isotropic turbulence field. Consistent with field observations,

the decay rate of the vortex circulation increases clearly with increasing levels of ambient
turbulence and decreases with increasing radial distance. Based on the results from the

numerical simulations, simple decay models for the vortex pair are proposed as functions of

nondimensional ambient turbulence intensity, nondimensional radial distance, and

nondimensional time. Showing good agreement with the numerical results, a Gaussian type of

vortex decay model is proposed for weak turbulence, while an exponential type of vortex decay

model is more appropriate for strong turbulence. A relationship for the vortex descent based on

above vortex decay model is also proposed. The proposed models are compared to Lidar vortex

measurements. For strong atmospheric turbulence, the model predictions are in reasonable

agreement with the observational data. For weak turbulence with stable stratification, the model,

based on turbulence dissipation alone, largely underestimate the observed circulation decay with
consistent overestimation of the observed vortex descent. However, this underestimation is

significantly reduced when the stratification effect is added in the models. Some other possible

reasons for the underestimation of vortex decay in weaker turbulence cases are also discussed.

Details of the results are given in Appendix F.

3.2. Numerical Study of Wake Vortex Interaction with the Ground

Simulations with the three-dimensional LES and with environmental turbulence show

strong decay of the vortex circulation, which agrees very well with the observations, whereas a

two-dimensional simulation largely underestimates the observed rate of decay. For the three-

dimensional cases, the circulation decay in the IGE simulations appears only weakly sensitive to

ambient turbulence levels, while in the simulations free from the IGE (i.e., Appendix F) the

decay rate of the vortex circulation increases clearly with increasing levels of ambient

turbulence. The implication of IGE vortex prediction is that crude approximation of ambient

turbulence level may be adequate for prediction of circulation decay. In addition, the LES
results indicate that the lateral and vertical transport of wake vortices in ground effect is weakly

influenced by ambient turbulence. On the other hand, our numerical simulations of wake

vortices for IGE show that ambient turbulence may trigger a vortex to link with its image

beneath the ground. This linking with the ground (which is observed in real cases) gives the

appearance of a vortex tube that bends to become vertically oriented and that terminates at the

ground. The linking time for IGE appears to be similar to the linking time for vortices in the free

atmosphere as shown in Appendix E; i.e., a function of ambient turbulence intensity. Details of

the IGE simulation results are given in Appendices G and H.

3.3. Large Eddy Simulation of Wake Vortices in the Convective Boundary Layer

This study presents the results of numerical simulations which were carried out for

understanding how wake vortices behave in the CBL. Our results show that the vortices are

largely deformed due to strong turbulent eddy motion while a sinusoidal Crow instability

develops. Vortex rising is found to be caused by the updrafts (thermals) during daytime



convectiveconditionsand increaseswith increasingnondimensionalturbulenceintensity ri. In
thedowndraftregionof theconvectiveboundarylayer,vortex sinking is found to beaccelerated
proportionalto increasingrI, with fasterspeedthanthatin an ideal line vortex pair in an inviscid
fluid. Wakevorticesarealsoshownto belaterally transportedover a significantdistancedueto
largeturbulenteddymotion. On theotherhand,the decayrateof the vorticesin theconvective
boundary layer that increaseswith increasingrI, is larger in the updraft region than in the
downdraftregionbecauseof strongerturbulencein theupdraft region. Detailsof thesimulation
resultsaregivenin AppendixI.

3.4. Real Case Numerical Simulations of Wake Vortices

Numerical simulations using TASS-LES model have been conducted for two cases from

the 1994-1995 Memphis fields measurements. The selected cases have an atmospheric

environment of weak turbulence and stable stratification. The purpose for this study is to

validate the use of TASS for simulating the decay and transport of wake vortices in a real

atmosphere. Our results indicate that the TASS model predicts well the behavior of aircraft

wake vortices. Good agreement is obtained between simulations and measurements for the wake

vortex trajectories. Exceptional agreement with the measurements is obtained for vortex decay.

The simulation results indicate that ambient turbulence, stratification and wind shear play

important roles in the decay and transport of wake vortices. In especial, ambient turbulence

significantly influences the vortex decay. Details of the simulation results are given in Appendix
J.

4. An Estimation of Turbulent Kinetic Energy and Energy Dissipation Rate

Based on Atmospheric Boundary Layer Similarity Theory

One of the key input elements for AVOSS prediction algorithms (Robins et al. 1998;

Sarpkaya et al. 2000) for wake vortex transport and decay is the ABL turbulence of which the

intensity can be represented by turbulent kinetic energy (TKE) or eddy energy dissipation rate

(EDR). While the prediction algorithm requires the vertical profiles for the TKE and EDR at

least up to the vortex generation height, the observational data for the TKE and EDR are

available only at the heights of 5 and 40 m above the ground. Algorithms are developed to

extract atmospheric boundary layer profiles for turbulence kinetic energy (TKE) and energy

dissipation rate (EDR), with data from a meteorological tower as input. The profiles are based

on similarity theory and scalings for the atmospheric boundary layer. The calculated profiles of

EDR and TKE are required to match the observed values at 5 and 40 m. The algorithms are

coded for operational use and yield plausible profiles over the diurnal variation of the

atmospheric boundary layer. Details of the software development and comparison of the theory

with observation are given in Appendix K.
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Abstract

Boundary conditions to an existing large-eddy simulation model have been changed in

order to simulate turbulence in the atmospheric boundary layer. Several options are now

available, including the use of a surface energy balance. In addition, we compare

convective boundary layer simulations with the Wangara and Minnesota field experiments

as well as with other model results. We find excellent agreement of modelled mean profiles

of wind and temperature with observations and good agreement for velocity variances.

Neutral boundary layer simulation results are compared with theory and with previously

used models. Agreement with theory is reasonable, while agreement with previous models

is excellent.
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1. Introduction

Over the past two years, this group has been working in support of the numerical

modeling arm of the NASA Wake Vortex Program. It is believed that the turbulence in the

planetary boundary layer will have a significant effect on the evolution of wake vortices.

Therefore, a first step is the accurate simulation of this turbulence using Large-eddy

simulation. Eventually, a nested grid capability will enable the insertion of a wake vortex

pair into the boundary layer. Our goal has been to add proper boundary conditions and to

validate the TASS (Terminal Area Simulation System) model for the planetary boundary

layer simulation.

What follows in Section 2 is a description of the boundary condition changes to TASS

and the associated theory. Section 3 discusses the validation results and Section 4 contains

a discussion of neutral boundary layer runs. Section 5 is a summary and we have also

included an appendix with instructions for using the boundary layer options with the

model.

2. New boundary conditions in TASS

The horizontal velocity at the top of the computational domain may now be specified.

This is accomplished with a three layer sponge technique much like what was done

previously with potential temperature. This velocity may be a function of time.

The geostrophic wind may now be specified. It is not a function of time, but may be

a function of height. This is equivalent to specification of the horizontal pressure gradient.

There is a choice of four possible heating (cooling) boundary conditions at the bottom

of the computational domain:



1. Simple uniform heating specified as a function of time in which a rate term (in W/m 2) is

added to the equation for potential temperature at the ground. This should not be used for

large heating rates because strong temperature gradients will not be properly accounted for

in the surface layer similarity scheme.

¢

2. Specification of surface heat and moisture fluxes in kinematic units ( °K-m/s and m/s).

In this case, the rate terms are added to the equations for potential temperature and for water

vapor at the ground. In addition, the Obukhov length is properly calculated using the value

of the heat flux rather than using temperature gradients which may be under-resolved.

3. Specification of the air temperature and moisture close to the ground. Surface layer

similarity is then used to calculate the proper heat and moisture fluxes. Again, the

Obukhov length is calculated using the surface heat flux. This method was described in

detail in our recent Annual Report (Lin et al. 1994).

4. Use of a surface energy budget for calculation of soil moisture, soil temperature, and

the resulting heat and moisture fluxes to the atmosphere. We use the slab model introduced

by Bhumralkar (1975) and Blackadar (1976).

The details and validation of method 4 have not been shown previously and will be

given here. In addition, we will discuss validation results for the simulation of the

Atmospheric Boundary Layer in general.



2.1 Surface Energy Budget: Theory

The surface energy budget is essentially equivalent to the one proposed by

Bhumralkar (1975) and Blackadar (1976). This method was tested by Deardorff (1978)

and shown to be both efficient and accurate. Although this addition was a central item on

our original proposal, it was felt that the code should be as simple as possible. The first

reason for this is that the option will be used rarely. The original plans for our research did

not include either of the other surface boundary condition options, which are simpler and

more accurate than a surface energy balance. To clarify, the purpose of the entire surface

energy balance scheme is to calculate the surface heat and moisture fluxes. A large number

of parameters describing soil characteristics goes into the scheme. Many of these are

usually not known accurately if they are known at all. If, however, the surface heat and

moisture flux are known with any degree of accuracy, it makes infinitely more sense to use

those values than to try to predict them using parameters that are questionable. The same is

true if the temperature and humidity are known at some level close to the ground. The

second reason for keeping the scheme simple is to minimize the additional computational

time during its use. For these reasons, a vegetation layer has not been included in the

surface energy budget code.

The scheme models the soil as a thin slab whose temperature changes throughout the

day above a substrate whose temperature remains constant. The rate equation for the

temperature of the slab can then be written as

&
- q(Qh + LhEg-Q,)l(P,c, dl)-c_(T,-T,.)/zl

3



where T_ is the slab temperature, Tm is the temperature of the substrate, cs is the heat

capacity of the soil, zl is the diurnal period, p, is the density of the soil, dl is the depth of

the slab, Qh is the sensible heat flux to the atmosphere, Qr is the net radiative heat flux to

the slab, Eg is the rate of evaporation of soil moisture, and L, is the latent heat of

evaporation, cl and c2 are constants, set to 2_/2 and 2zr respectively. The last term

represents the heat exchanged between the slab and the substrate. We may write

d I = _TsTI,

where 2_ is the thermal conductivity of the soil.

The radiative heat flux may be written as

where Ks represents the solar radiation, 1,1, the incoming longwave radiation, and/1" the

outgoing longwave radiation. The outward radiative flux is straightforwardly written as

eg being the emmisivity of the ground and o" being the Stefan-Boltzmann constant. The

incoming longwave radiation is more complicated and must be parameterized. Like

Deardorff, we use the approximation of Staley and Jurica (1972),

4



I ,1,= {o"t + O"m + o"h + [1 - (or t + or,,, + o"h)][0.67] [1670qa ]0.08}OT4,

in which qa is the mean humidity at the first model level in the atmosphere and o'b or,,, and

O'hare the cloud fractions for middle, low, and high clouds, respectively. Incoming solar

radiation is written as

K s = (1370 mW_2)Tx(1- a)sinW

in which a represents the albedo of the ground, Tk is the transmissivity of the atmosphere,

and _P is the solar zenith angle. Following Stull (1988),

Tr = (0.6 + 0.2sin hu)(1 - 0.40"h)(1 -- 0.7Crm)(1 -- 0.40"1)

and

sin_F = sin 0sin 5_ - cos0cosS_ cos[(_c2c) - A,z],

where t5 s is the solar declination angle, 0 is the latitude in radians, ,;te is the longitude in

radians, and tutc is the time at 0 ° longitude. We may write the solar declination angle as

t_s = Or cos[ '2_(d - dr)],
365.25



whered is the day number (out of 365) and dr (173) is the day of the summer solstice.

Qh' the sensible heat flux is estimated as

Qh = pcpu.O.,

where

Ul --"

k_u 2 + v 2

and

k(O-O o)

In(z) - Wt.t(L)
Zo

In these equations, Zo is the surface roughness length, z the height above the ground, u the

mean eastward horizontal velocity, v the mean northward horizontal velocity, 0 the

potential temperature, 0 o the potential temperature at z o, and L the Obukhov length. The

functional forms used for WM(z/L) and Wn(z/L) are given in Lin et al. (1994). The problem

which then arises is to calculate 00. We use the formula of Zilitinkevich (1970),

00 = 0, + 0.74 0.[0.13(U, Zo )o.4s],
k v



in which v is the kinematic viscosity of air, 0_ is the potential temperature of the surface

(slab), and u. and O. from the previous time step are used.

Moisture flux, Eg, is calculated in the same manner. We let

Eg = pu, q.,

where

q, --"

k(q-qo)

In(z) - WH(L) '
Z0

0 74

qo = qs + "_ q* [0.13( U.vZO)0.45],

and q represents the moisture fraction (g/g) in the atmosphere.

We now come to the determination of the surface value of the moisture fraction.

Following Deardorff (1978), a slab model is used for moisture as well as temperature.

Thus, we let wt denote the soil moisture fraction in uppermost portion and w2 represent

this value for the substrate, qs, the surface atmospheric moisture fraction is given as

qs = a' qsa,(Ts,Ps) + (1- Ot )qa q, <_

a' = min(1,wg/Wk),



where w k is the value of w at which the atmosphere is saturated and qJT,P,) is theg

atmospheric saturation mixing ratio at the surface. The rate equation for the slab soil

moisture is

o3wg = (Eg - P) (we - w2) 0 < w e < w,,_,
C, p.,d', C2 "q

where, p,, is the density of liquid water, P is the horizontally meaned precipitation rate.

w is the maximum value of w above which runoff occurs. We let dj' be 10 cm and d 2'
max &

be 50 cm, typical values for most soils. We let C2 be 0.9. C I depends upon soil moisture

in the following way:

C l = 0.5 wg / win,= > 0.75

C I = 14 - 22.5[(wg/w,,,_)-O. 15] 0.15 < wg/w,,_ < 0.75

• C t = 14 wg/w,,_ <0.15

The rate equation for w 2 is

-( E, - p)
0 <- w 2 <- Win,_

p.,d' 2



3. Validation

3. I Surface energy budget validation

The energy budget scheme was tested as a self-standing entity (outside of TASS)

with data from Day 1 in Lettau & Davidson (1957). This extensive field experiment was

performed near O'Neill, Nebraska. The ground and radiative heat fluxes were measured

directly and the latent and sensible heat fluxes could be estimated by assuming surface layer

similarity and using the given vertical profiles of temperature and humidity. For the

atmospheric wind speed as a function of time, we-linearly interpolate d between the values

given in Lettau & Davidson, table 4.2 at a height of 6.4 m starting at 0035 local time. The

atmospheric humidity (mixing ratio) was converted from the vapor pressure values given in

their table 4.3.a. The linear interpolation.was done in the same manner. Wind speed at the

same height was taken from table 4.1.a and interpolated. Thus these values which are
. .o

normally contained at the first grid level within TASS were taken from observed data for

this validation.

The soil moisture variables were assigned in the following way. Moisture tension

values given in table 2.3 of Lettau & Davidson were used in conjunction with soil

temperatures in table 2.1.a and the graph (figure 2.3.3, p. 54) to estimate the mass ratio of

water to S0il. To calculate the volume ratio, we then use

psrm
W "" _,

Pw

where r is the mass ratio, Ps is the density of the dry soil (shown in figure 2.2.3.2), and

Pw is the density of liquid water. We estimated values of soil moisture for 5 cm. depth

(slab), and 40 cm. depth (substrate). The next difficulty is estimating w k. The soil at

O'Neill, Nebraska for the referenced study was described as a "sandy loam." In Sellers



(1965),weseethatfor dry clay soil, the volume ratio of solid to total is 0.417. For sand,

the ratio is 0.585. Thus, one would estimate that for a sandy loam, the correct ratio might

be roughly 0.5. For a sandy loam, Sellers lists the field capacity to be 0.43 times this ratio.

The field capacity is the maximum amount of water that a soil can hold against gravity.

Thus we have a volume of 0.22 for the field capacity. One would guess that the moisture

fraction at which the air at the ground is saturated would be somewhat larger than the field

capacity. Thus, we use wk=0.30. A summary of all soil parameters is shown table 1 of

this paper ....

t:t

As (m2/s)

pscs (j/m3K)

W2

W 8

Wk

Table 1. Soil parameters

0.21

0.16

0.30

used for energy budget validation case.

Heat flux and moisture flux for the observational data were calculated from the given

profiles by assuming surface layer similarity. In figure 1, these axe plotted against the

calculated values. Notice that, for heat flux, the observed and calculated values are nearly

identical until about 0700, local time. After this time, the agreement is fair. Figure 2

shows the time history of the other portions of the energy budget. All are in good

agreement with observation with the exception of the latent heat flux. This is considerably

larger in magnitude than the observations in the early morning and considerably smaller

than observations in the afternoon. This discrepancy is what causes the mild disagreement

with the sensible heat flux. Early in the morning, the larger latent heat flux results in a

smaller sensible heat flux, and vice versa in the afternoon. This is due to the lack of a
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Figure 1. Sensible heat flux for the validation case compared with observed values.
Observed values were calculated from observed profiles by assuming surface layer

similarity.
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• soil heat flux-
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computed
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computed
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Figure 2. Radiative, latent, and soil heat flux for the validation case. Observed values
were measured directly for the radiative heat fluxes, were numerically calculated in Lettau
& Davidson for the soil heat flux from temperature profiles, and were deduced for the latent
heat flux by assuming surface layer similarity.
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vegetationparameterizationin themodel.Deardorff(1978)showsthesameeffectwhen

comparingresultswith andwithoutvegetationparameterization.

Thus,asmentionedin section1,we havechosenanenergybudgetschemewhich is

simpleandprovidesacceptablyaccurateresults.If deemednecessaryin thefuture,we may

addparameterizationfor vegetation,whichwouldincreasetheaccuracy.

3.2 Wangara Validation

Validation of TASS with data from the Wangara Experiment (Clarke et aL 1971) has

been discussed in some detail by Lin et al. (1994). The subgrid contribution to the velocity

variances, however, were estimated incorrectly in that paper. Thus, we will show the

most important results here. In this case, temperature and moisture at 2m were specified.

These values were given in the data report. Resolution for the case shown is 40X40X40,

with a horizontal grid resolution of 125 m. and a vertical resolution of 50 m. Figure 3

shows how well this boundary condition works for the potential temperature. Shown are

the potential temperature profiles for 0900, 1200, and 1500 local time. The 0900 profile is

from the observations and was used to initialize the model. Note that there is larger scatter

in the observed data, because they represent single point measurements. The model output

was averaged horizontally. The higher potential temperature near the surface for the 1500

observations probably indicates that the rawinsonde balloon was released within a thermal

plume. The mean potential temperature within the mixed layer is constant, and the

agreement at the top of the boundary layer is excellent, meaning the balloon has probably

moved outside of the thermal by this time.

In figure 4, we compare the TASS results for mean winds with the observations and

with Deardorff's (1974) results. Again, the scatter in the observed data is due to the single

12



point natureof the measurements.It is clearfrom thefigure thatTASSpredictsthe wind

speedsextremelywell.

N

2500

2000

1500

1000

500

0
275 280 285 290 295

<0 > (K)

i 0900observed
--- --- 1200observed
--- - - 1500observed
--- 1200computed

1500computed

Figure 3. Observedandcomputedpotentialtemperatureprofilesfor theWangara

Experiment,Day33. The0900profilewasusedto initializethemodel.

Horizontaland verticalvelocityvariancesareshownin figure5. The variancesare

non-dimensionalizedwith w,, the velocity scale for a convective boundary layer

(w.=[g<w,_l>oZ/<O> ] _t3). Here, Z i is the mixed layer depth, g is the gravitational

acceleration, <w'0'> o is the heat flux at the surface, and <0> is the mean potential

temperature within the mixed layer. Although no turbulence statistics were measured in the

Wangara Experiment, typical dimensionless values for these variances within convective

mixed layers are between 0.2 and 0.4, which agrees well with our results.

In addition, we have run one simulation of the Wangara case using the energy budget

scheme. Table 2 shows the soil parameters used. Results for potential temperature are

shown in figure 6. Notice that the temperature specification boundary condition

13



(previouslyshown) is muchmoreaccurate.The energy budget results, however, are just

as accurate as the results of Pleim & Xiu (1995), who used a similar soil model with a one

dimensional simulation of Wangara Day 33.

3.3 Minnesota Validation

Because the Wangara Experiment contained no data on turbulent intensities and

fluxes, it was necessary to look elsewhere for validation of these quantities. We chose the

Minnesota Experiment of 1973 ( Izumi & Caughey, 1976). One of the difficulties in this

case is that the large scale pressure gradients are not known. For example, as previously

mentioned, the geostrophic wind profile may be used by the model. These profiles,

however, were not measured in the experiment. To account for this forcing, we obtained

synoptic network rawinsonde data (available every twelve hours) on the day of the

experiment we chose to simulate. We then performed an objective analysis to extract

geostrophic winds as a function of height within our model domain. This is extremely

important for predicting mean horizontal winds and for comparing momentum fluxes with

observed values. As described in Lin et al. (1994), for a steady flow,

I_ t W t

f((u)-ug) = ---_(v )

f((v)- v_) = "-_(u w' )

where f is the Coriolis parameter, u is the eastward velocity, v the northward

velocity, w the vertical velocity, u t and v, denote the geostrophic components, and

denotes averaging. The twelve hour spaced geostrophic wind data was then interpolated in

time to correspond to the middle of our run, remaining constant throughout the run. The
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Figure 4. Comparison of mean horizontal velocity results from TASS with Deardorff

0974) and with observed data. (a) Eastward wind component and (b) northward wind

component. Results shown are for 1200 local time, after three hours of simulation.
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Figure 5. (a) Horizontal and (b) vertical velocity variances for the TASS simulation of the
Wangara Experiment. Values were averaged horizontally over the domain as well as over
one hour in time, centered on the local hour indicated. Subgrid contributions are estimates

based on the magnitude of the local deformation tensor.
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tz 0.25

;t.s (m2/s) 0.5 X 10 -6

pscs (j/m3K) 2.1 X 10 -6

0.85
E

w2 0.0245

w_ 0.002
wk 0.2

Table 2. Soil parameters used for the Wangara case.

E
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0900 observed

_, --- 1200 observed

-'- - - 1500 observed

--- 1200 computed

1500 computed

Figure 6. Observed and computed potential temperature profiles for Wangara Day 33

using the energy budget scheme in TASS. The observed 0900 profile was used to initialize

the model.

model used a 70X70X50 grid, with 50 meter horizontal resolution, and 36 meter vertical

resolution with periodic horizontal boundary conditions. Flux specification was used for

the lower boundary heating condition.

The model was initialized with a 1259 local time sounding from the experimental site

on September 15, 1973. Run 5A I, with which we are comparing, contains quantities
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averagedfrom 1622to 1737local time. Thus the model is run for over three hours before

the comparison. Model averaging was accomplished by averaging horizontally over the

entire domain. These averages were taken every five minutes and, in turn, averaged over

the 75 minutes of the experiment. The experimental mixed layer height, Z i, was 1085

meters. The model, however, predicted a height of 1420 meters. This disparity is due

primarily to an overestimate of the heat flux between 1259 and the observation period.

Only the average surface heat flux during the observation period was given.

Figure 7 shows a comparison of observed and modeled average winds. The overall

magnitude is in good agreement, but the observed winds show a large shear within the

mixed layer. This is most probably due to a mesoscale effect which could not be captured

by the geostrophic wind profiles deduced from the synoptic data. This brings us to figure

8, which shows the vertical momentum fluxes as a function of height. The flux of

northward momentum, <v'w'>, is in excellent agreement with the observed values. The

flux of eastward momentum, <u'w'>, is in fair agreement. The curve's shape is similar to

the observed profile, but the magnitudes do not agree higher up in the mixed layer. Again,

this is a mesoscale effect and the results are quite good considering the data available for

our synoptic forcing.
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Figure 7. Comparison of computed mean winds with observed winds, Run 5A1 of the

Minnesota experiment.
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Figure 8. Same as figure 7, but for vertical momentum fluxes.
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Figure 9 shows horizontal and vertical velocity variances. Both show good

agreement,though thereis lessverticalmixing in the observedmixed layer than in the

modeledmixedlayer. This is consistentwith theunusuallyhighshearobservedin figure

7. It is normallyexpectedthatthemaximumof the verticalvelocityvarianceshouldoccur

at between1/3 and 1/2 of the inversionheight, as shown by the model results. The

maximumin theobservations,however,is muchlower. This sameeffectcanbeseenin

theheatflux profilesof figure 10. Here, themodelshowsexcellentagreementlow in the

boundarylayer. Theobservedmixedlayer,however,showsanunusuallysmallamountof

heatflux. The modeledprofile is morewhatonewould expectgiventhesurfaceheatflux

andtheinversionheight.

Thus, the MinnesotaSimulationhas shown TASS to be acceptablein predicting

turbulent fluxes andvarianceswithin the convectiveatmosphericboundarylayer. There

seems,however, to have been some mesoscaleforcing which causedlower mixing

strengthsthanwouldbeexpectedfor aboundarylayerwith thegivensurfaceheatflux and

depth. This effect couldnot be duplicatedbecausethe forcing was not resolvedby the

synoptic network usedto obtaingeostrophicwind profiles. In addition, someof the

disagreementcouldbedueto the lackof informationof thesurfaceheatflux as a function

of time. Only an average was given for the experimental observation period. In the model,

the surface heat flux time dependency was determined such that: (1) roughly the right

amount of heat would be added from initialization to middle of the observation period to

give the right values of potential temperature, (2) the average surface heat flux for the

observation period would have the correct value, and (3) the time dependency would be

consistent with diurnal variation. Other small time scale variations, however, could have

had an effect.
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Figure 9. (a) Horizontal and (b) vertical velocity variances for the Minnesota

Experiment, Run 5A1.
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Figure 10. Vertical heat flux for Run 5A 1 of the Minnesota Experiment.

4. Neutral boundary layer
L

Although there axe few high quality observational data sets of the overall structure of

the neutral atmospheric boundary layer, we can compare with theory and empirical surface

layer data (the surface layer is the lowest portion of the boundary layer). Given the

postulate that stress is constant within the surface layer, it is found that the dimensionless

wind shear, _M is equal to one. This wind shear is expressed as

where u. is the friction velocity, and k is von Karmann's constant which has been

empirically determined to be about 0.4. The friction velocity is expressed as
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u, = _:o I P

where x 0 is the surface stress. In addition, the dimensionless scalar gradient, • c should be

one. This is expressed as

kza(c)
¢_c =

c.

where -u.c. is the surface flux of the scalar c. In order to compare to other computer

codes, we have duplicated neutral simulations performed by Andren et aL (1994), who

compared four computer codes.

Figure 11 shows profiles of • Mfrom Andren et al. and from TASS output. We see

that, although there is excessive shear close to theground, TASS shows approximately the

same results as most of those in Andren et al. The best results for _M are from Mason's

code, which employed the backscatter method discussed in Mason and Thomson (1992).

The thrust of this technique involves adding random velocities to the calculated velocities

close to the ground at each time step. The rationale is that the turbulent eddies there are

under-resolved and that this "backscatter" of energy from small scales to large scales will

account for the lack of resolution. There are, however, a number of tunable constants in

this process and we believe that, for simulating vortices especially, this type of method may

lead to more problems than it solves.

Figure 12 shows a comparison of _c between Andren et al. and TASS. Here, all

values are quite close to one throughout the boundary layer.
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Figure 11. Dimensionless wind shear profiles for a neutral boundary layer from (a)
TASS and (b) Andren et al. (1994).
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5. Summary

In summary, we have added planetary boundary layer simulation capability to TASS

and validated results with observed data. There are several options for the surface

boundary conditions, one of which is a validated surface energy budget using the slab

model. We have made comparisons with both the Wangara and Minnesota boundary layer

experiments and have shown that results compare well with the observed data, especially

considering the limitations in determining initial conditions.
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Appendix : Directions for using TASS PBL boundary

conditions

To run TASS in the boundary layer mode, one additional input file is needed, fortran unit

7. If this file is not present, the model will run in the original mode In the boundary layer

mode, unit 7 must be present for all restarts, and unit 7 must contain the following

information.

¢.

. Five logical variable values, format (5IA) each in the following order: UNHEAT,

TSPEC, FLXSPEC, EBUDG, TKE. UNHEAT refers to uniform heating. If this

variable is true, then a uniform heating is input at the first grid level. The Obukhov

length is not explicitly calculated. TSPEC refers to temperature specification. When

true, the heat and moisture fluxes are calculated by assuming surface layer similarity.

The Obukhov length is explicitly calculated for stress determination. If FLXSPEC is

true, then the heat and moisture fluxes are specified in kinematic units. Again, the

Obukhov length is explicitly calculated. When EBUDG is true, the energy balance

scheme is used to calculate the fluxes. Only one of the previous four variables may be

true, otherwise an error message will appear and the run will be terminated. In

addition, if any of the above variables are true, a random temperature perturbation is

introduced into the first three layers of the domain to start up perturbations on a

resolvable scale. When TKE is true, the amount of turbulent kinetic energy at each

level in z may be specified.

2. XITMAX, the number of data items for heating specification.

3. Heating data. Each line is free format, with the data in the following order:

29



if UNHEAT=.T.: time in minutes,heatrate in W/m2, U(m/s) at top boundary,

V(m/s) attopboundary.

if TSPEC=.T.: time in minutes, temperature (C) at Za, humidity (g/g) at Za,

U(m/s) at top boundary, V(m/s) at top boundary.

if FLXSPEC=.T.: time in minutes, heat flux (K.m/s), moisture flux (m/s), U(m/s)

at top boundary, V(m/s) at top boundary.

if EBUDG=.T.: time in minutes, middle cloud fraction, high cloud fraction,

U(m/s) at top boundary, V(m/s) at top boundary.

4. If TSPEC=.T., then za appears on the line below the heating data items.

. Logical variable value for GFORCE (L4). If this is true, then the geostrophic wind is

specified and the logical variable NOSTEADY should be set to true. If GFORCE is

false, NOSTEADY may be either true or false.

.
If GFORCE is true, the next line must contain a logical value to be assigned to

GWCONST (L4). If GWCONST is true, the geostrophic wind is constant with

height and only one value of the eastward and northward components of the

geostrophic winds need be specified.

.
If GFORCE is true, next comes a line delimited list of geostrophic wind values, with

the eastward component first and the northward component second on each line.
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Theremust be a line for eachK valuestartingat K=2 and ending at K=KS. If

GWCONSTis true,thenonly oneline is necessary.

8. If TKE =.T., thenext linescontainvaluesof turbulentkinetic energyfor eachK level

startingat K=2 andendingat K=KS-2.

. The logical value of the variable DFLUX. If true, dust is introduced from the ground

throughout the simulation and the environmental values throughout the atmosphere are

0.

10. If DFLUX=.T., the real value of DUSTIN, the dust flux at the surface.

11. If EBUDG=.T., a line containing the values of UTC (the time at 0 ° longitude at the

initialization time of the model), DAY (the day of the year, between 1 and 365),

LNGT (the longitude), and TS (the surface temperature at initialization).

12. If EBUDG=.T., a line containing the values of ALB (ground albedo), LAMS (thermal

conductivity of the soil in m2/s), TM (the substrate temperature in K), WKW (wk in

m3/m3), WMAX (Wmax in m3/m3), W2 (w2 at initialization in m3/m3), and WG (Wg

in m3/m 3 at initialization).

13. IfEBUDG=.T., line containing the values of CS (psCs in [J.kg]/[K-m3]), EMISS (the

ground emissivity), D1PRIME (d/in m), and D2PRIME (de' in m).

We now show two examples of unit 7 files.
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EXAMPLE 1

In this example, KS is 13. The energy budget scheme is employed and a resolved scale

turbulent kinetic energy is specified at each level, level 2 being the only non-zero value.

The heating value items show no middle or high clouds. Eastward winds at the upper

boundary vary from 0.5 m/s at the beginning of the simulation to -4.15 m/s at 999 minutes.

Northward winds here vary from 1.10 m/s to 1.47 m/s in the same time period. There are

11 heating data items. There is geostrophic wind specification which is a function of

height. There is not dust flux at the surface and the soil parameters and other parameters

used for the energy budget scheme appear at the bottom.

.F..F..F..T..T.

11

O. 0.0 0.0 0.5 1.10

60. 0.0 0.0 0.07 1.96

120. 0.0 0.0 -1.19 2.60

180 0.0 0.0 -2.23 2.55

240. 0.0 0.0 -1.67 1.96

300. 0.0 0.0 -2.85 2.10

360. 0.0 0.0 -3.13 1.89

420. 0.0 0.0 -3.83 2.07

480. 0.0 0.0 -3.74 1.79

540. 0.0 0.0 -4.15 1.47

999. 0.0 0.0 -4.15 1.47

.m.

.F.

-5.4275 0.0

# unheat, tspec, flxspec, ebudg,tke

# xitmax: number of data items for heating

# time in minutes; middle cloud cover;

# high cloud cover; u at top boundary (m/s);

# v at top boundary (m/s)

# gforce

# gwconst
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-5.2825 0.0

-5.1375 0.0

-4.9925 0.0

-4.8475 0.0

-4.7025 0.0

-4.5575 0.0

-4.4125 0.0

-4.2675 0.0

-4.1225 0.0

-3.9775 0.0

-3.8325 0.0

0.365

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

.F°

# geostrophic wind values (u,v) in m/s, K=2,13

# tke values

23.34 226. -144.93 282.43

0.25 0.5E-06 280.5 0.20 0.25 0.0245 0.002

2.1E+06 0.85 0.10 0.50

# dflux

# utc, day, Ingt,ts

# alb, lams, tm, wkw, wmax, w2, wg

# cs, emiss, dlprime, d2prime

EXAMPLE 2
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In thisexample,aneutralboundarylayeris beingstudied. ThustheUNHEAT option

is usedwith theheatingratesetto 0. We specifyaconstantgeostrophicwind of 10m/s in

theEastwarddirection. We alsointroduceadustflux of 0.001g/g-sat thelower boundary.

Again, KS=13.

.T..F..F..F..T.

2

O.O. 10.0 0.0

10000. O. 10.0

.m.

.m.

10.0 0.0

0.365

0.295

0.245

0.205

0.175

0.145

0.120

0.100

0.085

0.070

.m.

0.001

0.0

# unheat, tspec, flxspec, ebudg, tke

# xitmax: number of data items for heating

# 0 heating rate, 10 m/s Eastward wind at top of

# domain.

# gforce

# gwconst: geos. wind is constant with ht.

# geostrophic wind

# tke values for each vertical level

# dflux

# dustin
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Appendix B: The Sensitivity of Large-Eddy Simulation to Local and Nonlocai Drag

Coefficients at the Lower Boundary
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Abstract

It was found that the homoger_eity of the surface drag coefficient plays an

important role in the large scale structure of turbulence in large-eddy sim-

ulation of the convective atmospheric boundary layer. Particularly when a

ground surface temperature was specified, large horizontal anisotropies oc-

curred when the drag coefficient depended upon local velocities and heat

fluxes. This was due to the formation of streamwise roll structures in the

boundary layer. In reality, these structures have been found to form when

shear is approximately balanced by buoyancy. The present cases, however,

were highly convective. The formation was caused by particularly low values

of the drag coefficient at the entrance to thermal plume structures.
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1 Introduction

The work presented in this paper is part of a joint NASA FAA program

to predict aircraft wake vortex behavior under various meteorological condi-

tions within the planetary boundary layer. As described by Hinton (1995),

the long term goal is to have safer, more efficient spacing requirements for

landing aircraft. In the short term, we plan to simulate wake vortex in-

teraction with atmospheric turbulence. As a first step, we have achieved

validated large-eddy simulation of atmospheric boundary layer turbulence in

convective conditions and have found some important results with regard to

the implementation of the surface stress boundary condition. Some of the

validation results are contained in Schowalter et al. (1995).

A number of recent publications have addressed the effects of nonhomo-

geneous surface heating in large-eddy simulation. Hechtel et al. (1990) have

studied the effects of random variations in surface heat flux on large-eddy

simulations of the convective boundary layer. They found no significant dif-

ferences between the homogeneous and nonhomogeneous cases. Shen and

Leclerc (1994), however, found that sinusoidal variations in surface heat flux

had a significant effect on the turbulence statistics when the mean wind was

weak. Shen and Leclerc (1995) further found that the most significant differ-

ences in variance structure occurred when the length scales of the sinusoidal

variations were on the order of the boundary layer depth.

Large-eddy simulation involves explicit rendering of the large-scale tur-

bulent eddies and a parameterization of the small scale eddies. Thus, the

equations are filtered such that small scale motions cannot be resolved. Be-



causethe scalesof motion closeto the ground are particularly unresolved,

calculatingthe stressthere is especiallyproblematic. Past researchers(Dear-

dorff, 1973,1974,Moeng, 1984,Mason, 1989,Schmidtand Schumann,1989,

among others) have used Monin-Obukhov similarity laws to calculate the

stressat the surface.Usually, the local stressat the surfaceis related to the

local velocity near the surface by

To= -CDIlullu, (1)

where T0 represents the local surface stress, G'D the drag coefficient, u the

local horizontal velocity vector, and Ilull is the magnitude of that velocity.

The drag coefficient is dependent upon the stability characteristics of the

surface and is calculated using the similarity laws. Although the stress is

proportional to the square of the local velocity, the drag coefficient may or

may not be horizontally homogeneous.

Deardorff's (1973, 1974), Mason's (1989), and Schmidt and Schumann's

(1989) drag coefficients depended upon local variables, but Moeng's (1984)

was based upon horizontal averages of the variables. There is little explana-

tion in any of these cases as to why the choice was made. Deardorff (1973)

did explain, however, that Monin-Obukhov similarity laws were based upon

long time or ensemble averages and that using them locally was not strictly

correct.

In this paper, we compare both approaches and find significant differ-

ences in turbulent structure. The LES model and boundary conditions are

described in section 2 while sensitivity tests of various domain sizes and res-

olutions and a discussion of those results are found in section 3. Concluding



remarks are madein section4.

2 Model Description

We have used the TASS model (Proctor 1988; Proctor and Bowles 1992)

for the simulations. The model was originally developed for the study of

thunderstorms and microbursts, but only required a change in boundary

conditions for the simulation of the planetary boundary layer. Not allowing

precipitation in the present simulations, the equations solved were

8ui

8t

H 8p 8_j 8(uiuj)
Po 8zi + ui-_zj - 8zj

+g(H - 1)6i3 - 2g/j(uk - ugk)eijk

1 8r_j
d

Oo 8xi
(2)

8p CpP 8u i

8"-[ - C_ 8z_ + P°gui6Ja
(3)

80 1 8(Opoui) 0 8(poUj)
- +

8t Po 8xi po 8xi

8sj(o)
Po 8xj

(4)

OQ_
8t

1 8(Q_po_j)
+

Po 8xj

Q, 8(pouj) +_1 8Si(Q, )

Po 8xj Po 8xj

(5)

Here, ui are the velocity components, p the pressure deviation from the envi-

ronment P0, _j the earth's rotation vector, g the gravitational acceleration,



Cp the specific heat at constant pressure, C_ the specific heat at constant

volume, po the density of the environment, ug k the geostrophic wind vec-

tor, rq the subgrid turbulent stress tensor, 0 the potential temperature, Q.

the water vapor mixing ratio, and Sj(Q) is the subgrid turbulent flux of the

scalar Q. Additionally,

H=(O_ pC,,oo Poe,,)[1+ 0.61(Q_- Q_o)], (6)

where Q_o is the water vapor mixing ratio of the environment.

A modified Smagorinsky first order closure was used in which the eddy

viscosity depended upon stability:

where

and

. Ou_

rq - poKMDii = poKM(-_x; +• i

Ou i 2 Ouk _.._

Oz_ 30Xk'_'J

O0

Sj(O) = pogn Ox--_

KM = (/)2 5 ij" Di/(1 - RI)

I = aA kz >__aA

_a[ l+(_a/kz)"-l] aA > kz > kAz/2
1 = _+(,_alk_),,

l = kz z < Az/2

A = (2Ax2Ay2Az) _/3

KH "- 3KM.

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)



Here, R! denotes the local flux Richardson's number, a is an empirical con-

stant, and k is yon Karman's constant. The purpose of Equation 11 is to

match the mixing length to the appropriate value close to the ground where

the flow is under-resolved. For the current runs, the matching parameter, n

was set to 2.5.

These equations were solved on an Arakawa C type mesh. Periodic bound-

ary conditions have been used in the horizontal directions, while a sponge

layer with three grid intervals has been added on the top of the physical

domain. At the top boundary, there existed neither heat nor mass transfer.

The lower boundary employed a no-slip condition. We have used two

methods of heat transfer from the ground to the atmosphere. In the first

case, the air temperature at a specified level dose to the ground has been

given as a function of time. The heat flux was then calculated based upon

the difference between the atmospheric temperature at the first grid level

and the temperature close to the ground. This is useful for comparison

to experimental observations in which heat flux was not directly measured,

but careful temperature measurements were made. Appendix A gives the

details of this calculation. The second method was the explicit specification

of surface heat flux as a function of time.

Because the first grid point above the ground is assumed to be within the

constant stress surface layer, the drag coefficient could be calculated through

the use of Monin-Obukhov similarity laws. The result is

k

¢.(zolL)} 2 (15)CD = {ln(zo/zo)-

where za is the height of the first grid level, z0 is the roughness height, lI/M



is the stability function given by Paulson (1970), and L is the Obukhov

length. Specifics of the calculation of _M may be found in the Appendix.

The local velocity at height z_ was then used in Equation (1) to calculate

the local stress at the ground. For a horizontally varying drag coefficient,

the Obukhov length may be calculated as

8u3. (16)

L-

where

ku_ (17)

u. = ln(za/zo) - eM(Za/L)"

Here, ua is the local velocity magnitude at z_ and (w'6-'-"7),is the local surface

heat flux. For a global drag coefficient, we would have

<8)_'_ (18)

L-

and

k(ua} (19)

u. = ln(z=lzo)-  MCzolL)'

where ( ) denotes a horizontal average over the entire domain. Note that

a value of L is required in Equations (17) and (19). The value from the

previous time step was used here.

For the homogeneous drag coefficient case, the model has been compared

with observations of the Wangara Experiment, Day 33 {4]. Figure 1 Ca)

shows potential temperatures as a function of local time of day for simulation

and observations. The simulation was started from the 0900 local sounding.

Figure 1 (b) shows a comparison of mean wind profiles after three hours of

simulation. In the latter case, results from Deardorff (1974) are also shown.
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Notice that a 40 x 40 x 40 grid wasusedfor this casewith 125m horizontal

resolution and 50 m vertical resolution. The model reasonablyreproduced

the experimental results.

For testing of the boundary conditions,simplified initial and environmen-

tal conditions were contrived. All casesto be discussedin section 3 used a

constant westerly geostrophicwind of 3.0 ms-1. Winds were initialized at

this geostrophic value. The sounding from 1200local time on Day 33 of

the Wangara experiment wasused for the initial temperature profile. The

inversion was located at approximately 1000m. Randomtemperature per-

turbations with a maximum of + 1C wereintroducedwithin the lowest three

layersof the grid at initialization to start convection.A total of sevendiffer-

ent runs, listed in Table 1, weremadewith different specificationsof surface

temperature or heat flux, horizontal domain size,and vertical resolution.

3 Results and Discussion

3.1 70 x 70 x 36 Domain

Cases ALT, ALF, and AGF, discussed here, contained 70 points in both the

x (easterly) and y (northerly) directions, while 36 points were used in the z

(vertical) direction. Each grid cell had a resolution of 50 m in all directions.

This resulted in a domain size of 3500 m x 3500 m x 1800 m with the

center of the first grid cell at 25 m above the ground. For case ALT (Local

Temperature), the temperature at z=2 m was specified and increased in time

at a rate of 0.72 C hr -1. The surface heat flux thus depended upon the local

7
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Figure 1: Comparison of model results with the Wangaxa Experiment, Day

33. (a) Potential temperature profiles at various local times of day. (b) Mean

winds at 1200 local time, after three hours of simulation. Also shown are

Deaxdortt's (1974) results.
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Abbreviation Run Description
ALT

ALF

AGF

BLT

BGF

CLT

CGF

Local Drag Coefficient,

Surface Temperature Specified

Local Drag Coefficient,

Surface Heat Flux Specified

Global Drag Coefficient,

Surface Heat Flux Specified

ALT with increased horizontal domain size

AGF with increased horizontal domain size

ALT with increased vertical resolution

and moderate horizontal domain size

AGF with increased vertical resolution

and moderate horizontal domain size

Table 1: Abbreviations for experiments performed in this study.



temperaturedifferencebetweenz=2 m and z=25 m. The drag coefficient was

then a function of horizontal position. Appendix A contains further details

of this calculation. For case ALF (Local Flux), the horizontally averaged

surface heat flux was extracted from the ALT run as a function of time

and was specified uniformly at the surface. The drag coefficient, however,

remained a function of horizontal position. For case AGF (Global Flux),

the same value of surface heat flux was used, but the drag coefficient was

horizontally homogeneous.

3.1.1 Variances

Figure 2 shows the velocity variance structure throughout the boundary layer

for each case mentioned above. These variances were calculated by averaging

horizontally over the entire domain every two minutes from 120 minutes to

180 minutes in simulation time. Then, these values were averaged in turn so

that the result was an average over time and space. The resolved values of

the correlations were added to an estimate of the subgrid contribution. This

estimate was calculated by the method of Mason and Thomson (1992). In

Figure 2(a), it is noticeable that the horizontal velocity variance was signifi-

cantly less when the heat flux was uniformly specified and the drag coefficient

was nonhomogeneous (ALF). The vertical velocity variance, shown in Fig-

ure 2(b), was nearly the same for each case. Figure 2(c) reveals the most

striking difference which is in the ratio between the two horizontal velocity

variances. For case ALT, in which the surface temperature was specified

and the drag coefficient was nonhomogeneous, there are large anisotropies at
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Figure 2: Comparison of cases ALT, ALF, and AGF. (a) horizontal velocity

variance, (b) vertical velocity variance, and (c) horizontal anisotropy.
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Figure 3: Velocity variances from the AMTEX experiment. Reproduced from

Lenschow et al. (1980).

the bottom and at the top of the mixed layer. For case ALF, in which the

drag coefficient was nonhomogeneous, but the surface heat flux was homoge-

neously specified, the anisotropy is qualitatively similar to case ALT, but the

magnitudes are not as large. For case AGF, in which the drag coefficient was

global and the surface heat flux was specified, the horizontal variances are

generally equal except near the top of the mixed layer, where (u'u') is larger

than (v'v'). This latter case seems more reasonable, since the two compo-

nents are expected to be the same in the mixed layer in convective conditions.

It is also expected that (u'u _) would be somewhat larger in the entrainment

region, since the shear production term is large there, the geostrophic wind

being entirely westerly.

Simulated variances may be compared with those measured in the atmo-
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Symbol Date Zi/L

[] 2/15 -17.9

• 2/16 -40.2

• 2/18 -26.2

x 2/22 -32.4

O 2/24 -61.8

• 2/26 -13.2

Table 2: Symbols for figure 3.

spheric boundary layer under convective conditions ( Lenschow et al. 1980)

This data was taken by aircraft during the AMTEX experiment. Table 2

shows the dates and dimensionless inversion heights for the cases shown in

the figure. We see that the simulated variances from Figure 2 are similar to

those in Figure 3, especially for cases ALT and AGF. In terms of anisotropy,

we see that (v'v') is quite close to (u'u'} for each individual day, with the

exception of the data from February 26. In our simulations, horizontal vari-

ances are much smaller than vertical variances in the middle of the mixed

layer. The reverse is true in the surface layer, where shear-generated turbu-

lence dominates over convective turbulence.

3.1.2 Spectra

To investigate further the anisotropic behavior in the simulations, we have

calculated various one-dimensional velocity spectra. Let us define $11 as

the power spectrum Of u along the x direction. Similarly, we can define

$22 as the power spectrum of v along the y direction. If the turbulence

13
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Figure 4: Longitudinal spectra at z/Zi = 0.12for(a) caseALT (localdrag co-

efficient,surface temperature specified),(b) case ALF (localdrag coefficient,

surface flux uniformly specified), and (c) case AGF (global drag coefficient,

surface flux uniformly specified).
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in the mixed layer were horizontally isotropic, these two spectra would be

identical. Figure 4 shows these spectra for the three cases discussed. Spectra

were calculated for each longitudinal grid line at the specified height, then

averaged in the other horizontal direction. That is, Sla was averaged in the

y direction and $22 was averaged in the z direction. The spectra were also

averaged in time in the same manner as the variances. We can determine

the scales of the anisotropy by observing the wavenumbers for which $11 and

5'22 are different. For case ALT, the anisotropy near the surface occurs at

the smallest wavenumbers, at length scales roughly the size of the domain.

In fact, the spectral peak for $22 occurs at the domain size wavenumber. For

case ALF, in which the surface flux was uniform, but the the drag coefficient

nonhomogeneous, the anisotropy also occurs at the highest wavenumbers.

It is worth noting, however, that a spectral peak above the domain size

wavenumber does exist. Although Figure 2(c) shows some mild anisotropy

near the surface for case AGF, Figure 4 (c) reveals that this is distributed

throughout the wavenumber range.

Figure 5 shows the same spectral results near the top of the mixed layer.

The curves for cases ALT and ALF are qualitatively similar at this height,

but the spectra for case AGF show that the u variance is larger than the v

variance at this height and at low wavenumbers. As previously stated, this

is most likely due to shear production at the inversion. Thus, the evidence

from the variances and the spectra point to a large scale anomaly in the

cross-stream velocity deviation from the mean, both near the surface and

near the inversion for local evaluation of the drag coefficient.
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Figure 5: Same as figure 4 but for z/Zi = 0.86.
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Figure 7: Contour plots of vertical velocity after 150 minutes of simulation
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z/Z_ = 0.04 (from -1.8 ms -1 to 1.4 ms -1 by 0.2). Again, negative contours

are dashed.
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3.1.3 Instantaneous Velocity Contours

Contour plots of cross-stream velocity near the surface and at the inver-

sion for case ALT in Figure 6 complete the picture of this anomaly. The

cross-stream velocity contours show streaks aligned roughly in the stream-

wise direction, whose wavelength is the domain size. That is, in Figure 6(a),

the cross-stream velocity is predominantly positive between V = 0.4 km and

V = 1.6 km while it is predominantly negative elsewhere. In Figure 6(b), at

the top of the mixed layer, the behavior is opposite in that the cross-stream

velocity is predominantly negative between V = 0.4 km and y = 1.6 kin and

positive elsewhere. The vertical velocity also shows some streaky behavior.

In Figure 7(a), we observe an updraft structure extending across the entire
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domain in the z direction at y _ 1.6 km (the domain is horizontally peri-

odic). Thus we seem to have streamwise roll vortices in which the dominant

thermal structure is aligned with the mean wind. Near the ground, there is a

strong positive cross-stream flow to the south of this structure and a strong

negative cross-stream flow to the north. At the top of the mixed layer, this is

reversed as the flow recirculates. This is also illustrated in Figure 8, a vector

plot for a plane perpendicular to the mean flow direction. Her e, again, we

observe the dominant thermal structure at y _ 1.6 km with strong northerly

and southerly flows feeding the plume from the bottom and exiting at the

top of the mixed layer. This would account for the large anisotropies at

these vertical levels. Although there is certainly some random behavior in

these plots, they are only snapshots. The one hour averages of variance and

spectra show the persistence of this behavior.

As a comparison, horizontal cross-sections of vertical velocity for case

AGF, in which the drag coefficient was globally calculated, are shown in

Figure 9. Here, we observe no clear streamwise structure. In addition, at

z/Zi = 0.04, we observe a spoke pattern in which the thermal structures

consist of arms emanating from central nodes. There are well-defined nodes

at (x,y) points (28.75,0.2), (26.25,-1.0), (27.0,1.2),and (27.75,-0.10). It is

interesting to note that this spoke pattern of Rayleigh-B_nard type convec-

tion also observed by Schmidt and Schumann does not occur at z/Z_ = 0.47.

Perhaps there is only a small part of-the boundary layer in which this type

of convection should be expected. This topic deserves further study and is

beyond the scope of the present paper.
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z/Zi = 0.04 (from -1.6 ms -1 to 1.4 ms -1 by 0.2).



Streamwiseconvectiveroll structures in the boundary layer have been

documented(Rabin et al. 1982, Moeng and Sullivan 1994, Atlas et al. 1986).

These usually occur, however, when shear and buoyancy are both important

aspects of the flow. The present simulations have been highly convective.

Asai's (1970) stability analysis showed that statically unstable fluid with an

inflection point in the velocity profile ought to develop vortical flow structures

perpendicular to the flow direction, rather than in the streamwise direction.

It must be noted, however, that his analysis was linear and the current sim-

ulations as well as the flows in the above mentioned references were highly

non-linear. A close look at Figure 3 and Table 2 reveals possible roll behav-

ior for the February 26 case from Lenschow et al. Here, ZJL = -13.2, the

smallest absolute value of all the cases, indicating that it was the least con-

vective. Near the ground and near the inversion, (v'v_l is consistently larger

than (uPu'l, an observation indicative of streamwise rolls. For the present

simulations, ZJL = -301, indicating highly convective conditions. Stream-

wise rolls would not be expected in this case. These appear to be an artifact

of the lower boundary conditions in this particular simulation.

Figure 10 shows the drag coefficient for case ALT after 150 minutes of

simulation time. The background shows the sign of the vertical velocity at

25 meters. By comparing with Figure 7(b), we observe the same vertical

velocity structure in the background image. In addition, we see that the

drag coefficient is highest primarily at the centers of the updraft regions and

is lowest just outside of these regions. This is expected because the local

velocity magnitude will be low in the centers of the updraft regions (this
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leads to a smaller value of u. and, hence, a smaller absolute value of the

Obukhov length by Equation 18). Thus, there is a larger drag coefficient in

these regions in the local case. By the same principal, the drag coefficient is

expected tO be relatively low at the entrance to the thermal plumes where

there are strong horizontal velocities.

It is common in problems of fluid mechanics to have streamwise streaks in

regions of high shear because the ambient strain rate tilts cross-stream vor-

ticity into the streamwise direction (see, for example Lin and Corcos' 1984

discussion of streamwise vortices in shear layers). Under convective condi-

tions, however, we hypothesize that the drag at the surface is large enough

to destroy these structures. When the drag coefficient is calculated locally,

the drag becomes low enough just outside the updraft regions to allow such

structures to exist. There they may combine with. the thermal plume struc-

tures. :

Figures 4 and 5 show that often the most dominant scale was the domain

size. This is true even for $11 in case AGF close to the ground. Because

the anomalies typically scaled with the domain size, we believed that an

increase in the horizontal extent of the domain may subdue the problem of
• 4 ...

the anisotropy with a local drag coefficient.

3.2 102 × 102 × 38 Domain

In these simulations, which are labeled as "B" in table 1, we have used the

same grid resolution, but have increased the number of grid points horizon-

tally such that the domain was 5100 m x 5100 m × 1900 m. This gave a

horizontal extent of four times the boundary layer height during the aver-

24



1.5

0.5

: _ • ! :

0.4 1.61

<V'V'>/<U'U'>

BLT

BGF

Figure 11: Horizontal anisotropy for cases BLT and BGF

aging period. Owing to the expense of running these simulations, we chose

two boundary conditions to test for this domain. Case BLT employed a local

drag coefficient and used a specified surface temperature. Case ALl" showed

the most severe anisotropies, so we felt it was important to look at the effect

of domain size with the same boundary condition. We have not run a case

in which the drag coefficient was local and the surface flux was specified be-

cause the results of case ALF were qualitatively similar to ALT, though the

anisotropy was less severe. The second run for this domain was case BGF, in

which the drag coefficient was calculated globally and the flux was specified.

As in the smaller domain runs, the mean surface flux as a function of time

was extracted from case BLT and used for case BGF.

Figure 11 shows the horizontal anisotropy for cases BLT and BGF. Note

that case BLT is not as anisotropic as case ALT, but that the trend is the

same. There remain large anisotropies close to the ground and just below

the inversion. Spectra for these cases are shown in Figure 12. There is a well
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BGF at z/Z_ = 0.12, (c) case BLT at z/Zi = 0.86, and (d) case BGF at

z / Z_ = 0.86.
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defined spectral peak for Sn in all cases. In case BLT, however, the spectral

peak is not as well defined for $22 at z/Z_ = 0.12 and not at all defined

for z/Zi = 0.86. For case BGF, however, in which the drag coefficient was

global, ,5'22 has a defined peak at both levels. Thus, increasing the size of the

domain improved the local drag coefficieiat results, but did not eliminate the

problem of the anomalous streamwise rolls.

Another parameter that we believed may have had an important effect

was the vertical resolution of the grid mesh.

3.3 80 x 80 x 72 Domain

For these cases, labeled "C," the vertical grid resolution was increased to 25

meters. The first grid level was 12.5 meters above the surface. The horizontal

resolution remained at 50 meters. Thus, the horizontal domain size was 4000

meters, about 3.1 :times the inversion height during the averaging period. We

believed that stress would be calculated more accurately with points closer to

the surface. Again, only cases CLT (local drag coefficient calculation, surface

temperature specified) and CGF (global drag coefficient, surface heat flux

specified) were run, owing to the computational expense.

The anisotropy for these two cases is shown in Figure 13. Here we observe

that this increased vertical resolution had a profound effect on the anomaly.

Case CLT shows stronger anisotropy close to the ground, but CGF gives

(v'v') < (u'u') at two-thirds of the inversion height. At z/Z_ = 1, CLT again

shows a positive anisotropy, but the magnitude is much smaller than for case

BLT.

Figure 14, a contour plot of vertical velocity at z/Zi = 0.04 for case CLT,
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time for case CLT at z/Zi = 0.04 (from -1.4 ms -1 to 1.4 ms -1 by 0.1).

28



0.0001 0.001 0.01
1

i
[

_- .ALT \\'\
- .... CLT \ "

\

0.1

0.01

0.001

0.0001

K (cycles/m)

Figure 15: Longitudinal vertical velocity spectra, $31 at z/Zi = 0.12 for cases
ALT and CLT.

29



presents a possible reason for this improved behavior. Upon comparison

with Figure 7(b) from caseALT, wenote that there appearsto be finer scale

structures in caseCLT, eventhough the horizontal resolution has remained

constant. Indeed, the $31 spectra in Figure 15 show this to be the case (Szl

being the spectrum of vertical velocity in the streamwise direction). The

high wavenumber end of the spectrum contains considerably more energy at

this height for case CLT. Thus, when the vertical grid spacing was large in

case ALT, the flow close to the ground seemed to depend too strongly upon

the similarity boundary condition and important scales of eddies were not

resolved. It appears that the small scale eddies close to the ground in case

CLT prevented the longitudinal rolls from dominating the flow structure.

4 Conclusions

In conclusion, we have observed that using a locally calculated drag coeffi-

cient at the surface of a large-eddy simulation model led to unrealistically

large horizontal anisotropies in convective boundary layer turbulence, espe-

cially when coarse vertical resolution was used in combination with a small

horizontal domain extent. This anisotropy was due to large scale stream-

wise rolls which are typically found in boundary layers in which shear and

buoyancy are equally important. In the reported cases, however, buoyancy

was clearly dominant and the rolls were not expected. The rolls occurred be-

cause the drag coefficient was smallest at the entrance to large scale thermal

structures. Thus, the streamwise streak structure which is common in shear

flows was not destroyed by the stress at the ground in those regions. It is
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hypothesizedthat in theselow drag coefficientregionscloseto the thermals,

streamwisevortices areallowedto exist and combinewith the plumes.

The dominanceof thesestructures wasmost clear whenthe surfaceheat

flux was nonhomogeneousand dependedupon the local temperature differ-

encebetweensurfaceand atmosphere.It wasnoticeable,however,evenwhen

the surfaceheat flux wasuniform but the drag coefficientwaslocally derived.

Increasing the horizontal domainsizesuchthat it wasfour inversion heights

wide improved the results. Increasingthe vertical resolution such that the

first grid point was12.5metersabovethe surfaceasopposedto 25meters ren-

dered the anisotropy almost imperceptable. This is likely owing to the finer

scaleresolvededdieswhich appearedcloseto the ground in this case.Thus,

when the vertical grid spacingwas too large, important scalesof turbulence

were unresolved,facilitating the formation of the more regular, longitudinal

roUs.

In closing, we note that, although temperature specification led to a larger

anomaly than did flux specification for the local drag coefficient cases, it made

very little difference if the drag coefficient was global. A test case which

could have been called AGT (global drag coefficient, surface temperature

specified) was run and the results were not significantly different from case

AGF. Thus, the temperature specification only affects the flow insofar as the

local temperature differences lead to inhomogeneous surface heat fluxes and

inhomogeneous drag coefficients.
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A Calculation of surface heat flux from sur-

face temperature

The details of calculating surface heat fluxes from surface temperatures are

described below. The method was derived from equations in Arya (1988).

First, the heat flux was defined globally or locally as

(w'o'), = -u.0. (20)

where u. is defined by (17) or (19) and

o. = k{oo-o.} (2_)
ao{ln(z=/z,)- gyg(z=/L) + gJg(z,/L)}'

where we have used a value of 0.4 for k. 8_ is the potential temperature at

the first grid level above the surface in the model. As in Section 2, local

values of velocity and temperature were used for local drag coefficients and

heat fluxes, but horizontally averaged values are used here in the global case.

That is, for global calculation of 0., (6=) was used in place of 0=. In either

case, 8, is the given uniform potential temperature at z,, some level between

0 and z=. For L, the Obukhov length, (16) or (18) was used. We have used a

value of 0.89 for ao, the surface turbulent Prandtl number. For the stability

functions, we use the following relations:

gyM(z/L) = _H(z/L)= -hz/L z/L > 0 (22)

gYM(z/L) = 2 ln(_-_)+ ln( 1 "_x__-_ _)

- 2 arctan(x) + rr/2 z/L < 0 (23)
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_H(z/L) = 2ln(L-_) _/L<O (24)

where

x = (i - 15z/L)I_4. (25)

In the case of a local drag coefficient, a polynomial approximation to the

above stability functions was used for computational efficiency.
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Abstract

A numerical large-eddy simulation model is currently being used to quantify aircraft wake
vortex behavior with meteorological observables. The model, having a meteorological framework,

permits the interaction of _ake vortices with environments characterized by crosswind shear, stratifi-
cation, and humidity. The addition of grid-scale turbulence as an initial condition appeared to have

little consequence. Results show that conventional nondimensionalizations work very well for vortex

pairs embedded in stably stratified flows. However, this result is based on simple environments with
constant Brunt-Vaisala frequcncy. Results presented here also show that crosswind profiles exert

important and complex interactions on the trajectories of wake vortices. Nonlinear crosswind profiles

tended to arrest the descent of wake vortex pairs. The member of the vortex pair with vorticity of
same sign as the vertical change in the ambient along-track vorticity may be deflected upwards.

I. Introduction

As an element of NASA's Terminal Area

Productivity (TAP) program, a significant effort is
underway at NASA Langley to develop a system that will

provide dynamical aircraft vortex spacing criteria to Air
Traffic Control (ATC) automation. The system, called
the Aircraft Vortex Spacing System '-_ (AVOSS), will

determine safe operating spacings between

arriving/departing aircraft based on the
observed/predicted weather state. In order to develop this

system, research is being focused toward understanding
how wake vortices interact with the atmosphere. The

objectives of this research are to quantify wake vortex

"Research Scientist, AIAA member
+AVOSS Team Group Leader
)Research Assistant

IVisiting Assistant Professor
tAssociate Professor

behavior as related to the atmospheric conditions using
validated numerical simulations, as well as observed data

from recent and on-going field studies. NASA-Langley

theoretical modelling efforts are expected to play a major
role in the development of these algorithms.

Presented in this paper are results from a

numerical large-eddy simulation model called the
Terminal Area Simulation System J' 4 (TASS) which has

been adapted for application to aircraft wake vortex
simulations. The TASS model has a meteorological

reference frame, a compressible non-Boussinesq
equation set, subgrid turbulence closure, and a

formulation for ground-friction. The TASS model is

capable of simulating post roll-up wake vortices in both
two and three dimensions. The model is applicable to a

wide range of atmospheric conditions that include:
vertical wind shear, stratification, atmospheric boundary

layer turbulence, fog, and precipitation. Ongoing
research using the two-dimensional (2-D) version of this

model is presented in this paper while results using the

Copyright © 1997 by the American Institute of Aeronautics, Inc. No copyright is asserted in the United States under Title 17,
U.S. Code. The U.S. Government has a royalty-free license to exercise all rights under the copyright claimed herin for
government purposes. All other rights are reserved by the copyright owner.
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three-dimensional(3-D)versionarepresentedin an

accompanying paper? In a recent study we were able to
achieve excellent comparisons of simulated vortex

trajectories with field data? We are now using 2-D TASS

to investigate how meteorology affects vortex transport -

knowledge of which is crucial to the development and
implementation of the AVOSS system. The advantage of

the 2-D system is its ease in use and the relatively small
amount of computer resources required per run. Our early

investigation is primarily focused on understanding how
stratification, crosswinds, and ground proximity affect the

trajectory of wake vortices. We intend to use 3-D TASS

to investigate vortex decay, vortex interaction with
atmospheric turbulence, and the onset of three
dimensional instabilities.

The TASS model results _ill be applied to the

specific requirements of the AVOSS system design. In
particular, prediction of the motion of wake vortices from

initial generation until departure from the approach
corridor is critical, while motion beyond the approach
corridor is less critical. The dimensions of the AVOSS

approach corridor are described in Hinton. t' Laterally
the corridor is 91.4 meters wide along the runway and out
to a distance of about 859 meters from the runway. This

is the location of the approach middle marker transmitter.
The corridor lateral limits then v,,iden to a width of 305
meters at a distance of 9272 meters (5 rim) from the

runway. This is a typical location for the approach outer
marker, where approaching aircraft transition from level
flight to the glide slope. The approach corridor vertical

dimension places a floor at ground level along the runway
out to the middle marker location. Currently two options
exist for the AVOSS corridor floor, and may be altered

based on industry input. The most conservative option

provides a floor that begins at ground level at the middle
marker and rises at a shallower angle than the glide slope,
so that the floor is 122 meters (400 feet) below the glide

slope at the outer marker. No reduced separation credit
is given for vertical wake motion very near the runway, so
detailed wake bounce studies at this location are not

required at this time. There is no vertical corridor limit
above the glide slope, since vertical rising of the wakes is
not assumed to be a viable mechanism for reduced

separation of aircraft.

The requirements for AVOSS simplifies our
task, somewhat, by limiting the application of our

experiments to a confined region defined by the flight

corridor. Any vortex that has drifted outside these lateral

or vertical limits is no longer considered a factor to a

following aircraft. The relationships determined with the
TASS model must lead to simple rules or analytical

models that can reliably and accurately predict the time

required for the wakes from many aircraft types to leave
the corridor, in a wide range of atmospheric conditions.

In weather situations that cannot reliably remove the

wakes from the corridor in a period of about 1 to 2

minutes, the AVOSS system will either rely on decay

predictions to reduce separations or maintain separation
at the current standards in use today. Provided there is

assurance that a wake cannot move back into the corridor,

neither, the AVOSS system, nor the numerical models

need to predict wake motion outside of the corridor. In
determining wake sensitivity to various parameters this

small range of motions must be considered. Application

of AVOSS to parallel runway operations, however, may

require study at a later date of wake drift over lateral
distances of 400 to 900 meters as well as more detailed

vertical motion studies at very low altitude.

II. Previous Research

Many investigations, including experimental,
theoretical, and field studies, of wake vortex phenomenon

have been conducted over the past three decades.

Important processes that affect wake vortex transport are
well known and include stratification, turbulence, ground
interaction, and ambient crosswind.

Numerous theoretical and experimental studies
have examined the effect of stratification on wake

vortices.+' _. _,9. io.u. _2._3._4.t5 The primary processes of
how stable stratification affects the descent of wake

vortices is well known. As a wake vortex pair descends
due to the mutual induction of its circulation fields,

temperature and buoyancy forces increase due to
adiabatic compression. The positive buoyancy forces act
to diminish the descent rate with time. The descending

volume of fluid that encompasses the wake vortex pair,
termed the vortex oval, develops temperature differences

along its interface which act to generate counter-sign

vorticity. Unresolved issues remain, such as whether the

spacing between the vortices increases or decreases with
time, and whether there is there a limiting descent altitude

based on the magnitude of stratification.

Another characteristic of the atmosphere which
can affect the motion of wake vortices is vertical shear of

the ambient winds. Although wind shear is commonly
known to occur near the ground due to the effects of

surface drag, it exists at other altitudes due to vertical

changes in horizontal gradients of atmospheric pressure.
In addition, significant vertical changes of the wind can

be found along fronts and inversions. For example,
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strongverticalshearscanexistalongtypicalnocturnal
inversionsthatdividestableair(producedbyradiative
coolingat theground)andtheresidualatmospheric
boundarylayerairthatliesabove)6 Verticalchangein
thecrosswind,or"crosswindshear"isknownto have
somepeculiareffectsonwakevortices.Fromfield
measurementsBrashearsetal)7reportedthatcrosswind
shearactedtoreducethevortexsinkrates.Thereduction
in sinkratewasusuallygreaterfor thedownstream
vortex,resultingintiltingofthevortexpair.However,
for strongshearstherewasanoppositetrend,withthe
upstreamvortexsometimesseentorise.Mostnumerical
investigatorshaveconcentratedonstudyingtheeffectsof
crosswindshearwhenthewakevorticesweregenerated
neartheground._°AS't9Generallytheyseea tilting
(rotation)ofthevortexpairinadirectionoppositetothat
of theshearvorticity,withthedownwind(downshear)
vortexbeingatgreateraltitudethantheupwind(upshear)
vortex.LaboratoryexperimentsbyDelisietal.2°and
numericalexperimentsbyRobinsandDelisi_ashowthat
strongly-stratifiedshearflowcantilt thewakevortexpair
andleadtoasolitaryvortex.Thevortexhavingvorticity
oppositeto thatof theshearvorticitywasdissipated
leavingastrongsolitaryvortexwithrotationinthesame
senseastheambientshear.RobinsandDelisibelieved
thattheacceleratedweakeningofoneofthevorticeswas
responsiblefor thetiltingof thevortexpair. Recent
numericalexperimentsby Schilling2_ and Proctor*

suggest that the influence of stratification on the vortex

trajectories is secondary to crosswind shear, at least for
wakes generated below 175 meters.

III. Numerical Model

The TASS model is a multi-dimensional, large-

eddy code developed within a meteorological framework.
Grid-scale turbulence is explicitly computed while the

effects of subgrid-scale turbulence are modeled by a
Smagorinsky closure model that is modified for

stratification. The TASS model has parameterizations for
ground stresses that are a function of surface roughness,

allowing for "in-ground effect" wake simulations with
realistic ground interactions. The TASS model consists

of 12 prognostic equations: three equations for
momentum, one equation each for pressure deviation and

potential temperature, six coupled equations for

continuity of water substance (water vapor, cloud droplet
water, cloud ice crystals, rain, snow and hail) and a

prognostic equation for a massless tracer. The lateral

boundary condition may be open or periodic, with the
open condition utilizing a mass-conservative,

nonreflective, radiation boundary scheme. Explicit

numerical schemes are used in TASS that are quadratic
conservative, and have almost no numerical diffusion. 2:

Ambient atmospheric conditions are initialized with a
vertical profile of temperature, dew point, and wind

velocity. The two dimensional simulations are initialized

with a simple vortex system representative of the post
roll-up velocity field. Details of the TASS model and
wake initialization can be found in Proctor.*

All of the cases except those in Section VI

assume that there is no preexisting grid-scale turbulence.

As mentioned previously, subgrid-scale turbulence is
treated by first-order closure. Section VI examines the

sensitivity to grid-scale turbulence.

IV. Stratification

The purpose of this set of experiments is to see

how well TASS 2-D simulations compare with laboratory
data for the case of wake vortices in a very stably

stratified environment. The second goal of this set

experiments it see how normalized results from different
aircraft intercompare. The experiments are run with
dimensional variables with the results normalized for

space and time scales following Sarpkaya t2 as:

Z "- z T'=t F°

bo 2nbo 2

where Z* is the nondimensional height, z dimensional

height, bo initial vortex spacing, T* nondimensional time,
t dimensional time, and _ the initial circulation. The

ambient lapse rate for temperature can be specified in

terms of the nondimensional Brunt-Vaisala frequency as:

N 27tNbo 2
N" - - (1)

T" Fo

where the dimensional Brunt-Vaisala frequency N, is
related to temperature _, and potential temperature 0

(which is conserved for dry adiabatic processes):

N2 = g00 = g[0"r+g]

0 Oz _ Oz ce

where g is the acceleration due to gravity, and cp is the
specific heat of air at constant pressure. Note, that if we
assume the vortex separation remains constant, inviscid

theory predicts that a vortex pair will descend to a

maximum depth of order: Z* =G (I/N*); and for neutral

stratification the vortex pair descends Z* = I in time
T*=I.

3
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Table 1. Aircraft and parameters for N*=I

comparisons.

Aircraft bo (m) _ (m2/s) N (10 .3 sa)

Fokker 28 19.69 160.8 66

B 737-200 22.26 205.5 66

B 757-200 29.80 306.9 55

DC 10-10 37.18 573.0 66

DC 10-30 39.60 492.7 50

EA 330 46.78 378.1 27.5

B 747-400 50.51 534.3 33.3

Initial Conditions

The list of aircraft used in this set of experiments
is shown in Table 1. The initial circulations (Fo) are

based on typical weights and approach speeds for each

specific aircraft. [For the DC-IO-IO we assumed a higher

weight than average, but within the maximum landing
weight.] Each case assumes a lapse rate of temperature
such that N*=-I. Although N* is fixed, the values of N

differ for each airplane due to different initial vortex

spacings (b,,) and circulations (e.g., see Eq. 1). The lapse
rate for potential temperature needed to achieve N*=I

ranges from about 2.3 times greater than for isothermal
conditions for the Airbus 330 to over 13 times greater

than isothermal for the Fokker 28-4000, Boeing 737-200,

and DC 10-10. Although the temperature lapse rates for
some of the cases are unrealistically large, the set of

experiments is useful in examining how non-
dimensionalized results compare for vortices generated by

different types of aircraft.

The experiments also assume a compressible

atmosphere in which density and pressure decrease with

height in accordance with the specified lapse rate for
temperature. The domain width and depth is 4 boand 6 bo,

respectively. The vortex generation height is

approximately 3.5 bo above the ground. A constant grid
resolution of b J50.5 is assumed in both vertical and
horizontal directions. The model environments contain

neither ambient wind nor grid-scale turbulence.

Results and Comparisons.

Results of the seven experiments are shown in

Fig. 1. The non-dimensionalized descent rates for all
seven are nearly identical and agree well Sarpkaya's

laboratory measurements conducted in water at moderate

,
°...%__

oc_o-lo \ \\\
-2 _ F2e \ \\\

T*

Figure 1. Aircraft sensitivity to nondimensional height
and time for N*= I. TASS simulations for 7 aircraft

(lines) compared with Sarpkaya' s experimental data 12

(squares). Curve for dZ*/dT*= l (thin line) shown
also.

Reynold's number for a delta-wing aircraft. 12The results
indicate that the vortex pair initially descend at

dZ*/dT*=l, as is true in Sarpkaya's data. However, as

the buoyancy forces increase due to compressional
heating the descent rate slows, until at T*=2, the vortex
descent is halted. The lateral separation distance (not

shown) between the two counter-rotating vortices

remained nearly constant in the TASS simulations, then

began to close together after T*=2.5. This reduction in
separation forced the simulated vortices to descend once

again. Sarpkaya's experiments, which were at moderate

Reynold's numbers, were unable track the weakening
vortex pair after T*=3. Spalart 15 recently published
results from 2-D laminar simulations, which showed his

vortices pausing then ascending after T*=2.25, before

again descending after T*=4. TASS simulation results

presented by Schowalter et al. 5 suggest that three-
dimensional effects begin to influence the vortex after

T*=3, and the vortex descent following that time might be
an artifact of the 2-D assumption.

Our model results for N*=-I show that the stable

stratification influences the descent of the vortex pair in

4
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following way. Air from near the generation height is
transported downward within the vortex oval (Fig. 2) and

heats due to adiabatic compression. The increase in

positive buoyancy from compressional heating has the
most significant impact on the weaker tangential

velocities at larger radii. Eventually the tangential
velocities (and circulation) at radii greater than V: bo are
diminished. This weakens the mutual interaction of the

vortices, and eventually causes them to stall (at -1.25 bo

below the generation height for N*=I). Furthermore, our
2-D simulations at N*-=I, show that eddies generated

Potential Tern

160

E

140
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2
(3 120

>
O

,,Q

< 100

"0

_ 80

T" = 1.5

-60 -40 -20 0 20 40 60

Lateral Position (m)

Figure 2, Vertical cross section of the potential

temperature filed associated with a descending vortex
pair in stratified fluid. Darker colors represent

warmer temperatures and delineate the vortex oval

from the surrounding fluid.

baroclinically at the vortex-oval periphery are transported

upward and pinch the vortex pair closer together,
resulting in the downward acceleration seen after T*=3.

Another observation to be made from this set of

experiments is the sensitivity of aircraft type to lapse rate.
Although we have yet to do an extensive sensitivity study
on the effects of stratification, it is obvious that wake

vortices produced by large, wide-body aircraft such as the
B-747 and EA-330 are much more sensitive to stable

stratification than those produced from medium and light

commercial jetliners. Mostly due to their smaller

wingspans, rather large lapse rates are needed for the
small and medium sized aircraft to achieve the same value

for N* as that for the "Jumbos."

V. Crosswind Shear

Although a number of researchers have
examined the effects of crosswind shear on wake

vortices, they usually have confined their experiments

either to regions either close to the ground or simple shear
profiles. In the experiments presented here, we look at
the effect of narrow shear zones, such as one may find

6
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.,,,,-'""_'" Cross Wind Component 1 31
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¢D
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Figure 3. Initial profiles for ambient temperature,

potential temperature, and crosswind, for the shear-
layer sensitivity experiments. [Only the wind profile for
the 3 m/s crosswind change is show.]

near a thermal inversion. In a second set of experiments,
we examine wake vortex sensitivity to several types of

shear profiles. For both sets of experiments we assume
dimensional variables with initial wake conditions based

on a B-727-100 aircraft (Table 2).

Sensitivity to Shear Layers.

The motivation behind the following set of

experiments was our observation of Memphis 1994 and
1995 field data. Following sunset, many wake vortices
tended either to stall or to be deflected when penetrating

a region near the top of a low-level temperature
inversion. '3 This inversion separated the radiatively-

cooled air near the ground and the near-neutral residual

boundary layer above. The measured levels of
stratification, alone, were too weak to cause the observed

levels of deflection. We postulate that pronounced shear
can exist in the inversion zone due to changes in airmass

characteristics. Unfortunately, high resolution wind data

was not always available near the altitude of the inversion

to confirm our suspicions.

In order to test the effect of shear zones on wake

vortex descent, several experiments were conducted as

5
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follows.Anisothermaltemperatureprofilewasassumed
belowanaltitude of 75 m, above which it transitions to

a slightly-stable profile. Wind profiles were assumed to
have no crosswind below an altitude of 50 m

transitioning to a constant crosswind value above 80 m
(e.g., Fig. 3). Hence, the crosswind change over 30 m

was also equal to the crosswind above 80 m.

Six experiments were run with the initial
conditions listed in table 2, with crosswind changes of: 0,

1,2,3, 4 and 8 m/s. In order to evaluate any effects that

the stable temperature stratification may be having, an
additional experiment is conducted assuming a neutral

temperature profile. An example of the profile for the
3 m/s crosswind change can be seen in Fig. 3.

A comparison of altitude vs lateral position for

this set of experiments shows the sensitivity of the vortex

trajectories to the shear zone (Fig.4). The descending
wake vortices that encountered crosswind changes greater

than l m/s were deflected downstream. Stronger shears

also resulted in larger separations between the upstream

• ' ' ' I ' ' ' I ' " " 1 ' ' " [ ' ' ' 1 ' " ' 1

200: _ No Shear

175 ...... 1 nVs
_.._ ........... 2 m/s 3S -
_ _ - 3.vs ._" :

<( t _ ". ".. _"_ Sheer Zone

i _ _ ,, -. .. 2s_3P

50 _ _ ". "'-
t , "'.
t t ",

25 _ f! _.' ',2P

o os,?,?s ; ..,,..,...,
-%6 o too 200 300 400 soo

Lateral Positon (meters)

Figure 4, Trajectories for the simulated wake vortices

from the shear zone se_itivity experiments. Both port
( P ) and starboard (S) trajectories are shown.for each

shear profile. [The Starboard vortex (S) is downstream

from the port vortex.]

and downstream vortex. Crosswind changes of 3 m/s and

larger were sufficiently strong to block the downward

penetration of the vortices. The time height trajectories

in Figs 5 and 6 show that a 2 m/s or greater crosswind
shear significantly suppresses the sink rate of the
vortices. Also, for a 3 m/s or greater shear the

downstream vortex is deflected upwards.

Table 2. Assumed values for initial parameters.

Initial Conditions

Parameter Value

Generation Height 175 m

Circulation (Fo) 250 m2 s_

Vortex Spacing (bo) 26 m

Core Radius 1.75 m

Numerical Grid Size 0.75 m

200

175

150

3 125

El00
"1o

-= 75
:,=

5O

25

Port (Upstream) Vortex
,''" I*''1 '''1''" I'''l'''l'''l ''

Porl-NoShear

...... PoM-lm/a
........... PoM-2nVs

_ Porl-3nVs

..... Poa-4m/s
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Shear Zone X_.. --"'----_

20 40 60 80 1O0 120 140
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Figure 5, Altitude vs time trajectory for upstream
vortices in shear zone sensitivity experiments.

__ Starboard (Downstream) Vortex
UU ,,,t ,,. i ,,,i,., i ,,, i ... i, ,,1..

Star-No Shear
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Figure 6. Same as Fig. 5, but downstream vortices.
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Theassumedcrosswindshearprofileshadthe
mostdirectinfluenceon thedownstream(starboard)
vortex.AsindicatedinFigs.4-6,thisvortexwasmore
sensitiveanddeflectedto a higheraltitudethanits
upstreamcounterpart.Thedeflectionofthedownstream
vortexincreasedthe separationdistancefrom the
upstream(port)vortex,thusweakeningthemutual
inductionbetweenthe two vortices(seeFig. 4).
Therefore,for thestrongershearcasestheupstream
vortexwaslefttodriftnearthealtitudeoftheshearzone.

Themechanismresponsibleforthisdeflectionis
unclearto usat thistime. Thedownstreamvortex
containsvorticityof oppositesigntothatof theshear.
However,therewasnodetectablepreferencefor the
downstream(orupstream)vortextoweakenatagreater
rate.

G,rQ_win_,?ompgn_,ni, , , , .... ,.,
28

SHEAR J

24 ....... NOSHEARABOVE

20 ..... NO SHE_

16 ............

_, 8 f.i"

4

0

-4_' ' ' '50' .... 100' ' ' '150 ' ' '200'' ' '

Altitude(metersAGL)

Figure 7. Crosswind profiles used as input for

crosswind shear experiments.

250

An additional experiment was run with a neutral

atmosphere rather than the temperature profile in Fig. 3.

It gave nearly identical results to the experiment which
assumed the sounding in Fig. 3, which implies that

stratification played no role in the modification of the
vortex trajectories. Note from Eq. (1) and assuming the

specifications in Table 2, the ambient temperature would
have to increase with altitude at 3.250 C per 35 meters in

order to suppress vortex descent within a 35 m thick zone.

A last point remains to be made about the

trajectories in Fig. 4 for the 1 m/s and 2 m/s shear cases.
There is a continued cross track drift of the vortices after

they have descended below the shear layer into the air
mass with no ambient crossflow. This effect is due to the

downward transport of crossflow momentum with the

descending vortex oval. Like potential temperature as

shown in Fig. 2, crossflow momentum is transported from
altitudes near the generation height (i.e. flight path). The
consequence of this finding is that wind measurements

near the surface may not always correlate with the lateral
transport of the wake vortices.

Additional Crosswind Shear Experiments

To provide further insight into the role that shear

may have on vortex transport, a second set of experiments
are presented. This set consists of four experiments that

are designed to test wake vortex sensitivity to

environments with linear shear and transitioning shear.

As with the previous set, the experiments assume the
initial parameters in Table 2, but with neutral

stratification and with the wind profiles shown in Fig. 7.

Included, is a baseline experiment with no ambient wind
(referred to as the No Shear case). As seen in Fig. 7, the

constant linear shear case (Shear) has a crosswind profile
that increases from no wind at the ground to 30 m/s at

250 m. This gives a constant magnitude of shear of
0.12 s-_. Also examined are two transitional cases, which
assume an environment that transitions between constant

shear and no shear. The wind profile for the "No Shear

Above" case is identical to the linear-shear case, except
that it transitions to a constant crosswind of 15 m/s above

an altitude of 125 m.. On the other hand, the "No Shear

Below" case has no crosswind below 125 m, but an

increasing crosswind above this height with the same

magnitude of shear as in the linear-shear case. In all
cases the initial wake vortex is generated at an altitude of
175 m, which is 50 m above the transition altitude.

Time height profiles of the vortex trajectories are

show for the port (upstream) vortex (Fig. 8) and the

starboard (downstream) vortex (Fig. 9). The altitude vs
lateral position trajectories are shown in Fig. 10. Note
that the transition from shear to no shear and vice versa

has a pronounced effect on the descent rate of the vortex

trajectories. On the other hand, the descent rate for the
vortex embedded in the linear shear was nearly identical

to that of the vortex pair embedded in the no shear (no
crosswind) environment. The trajectories of the vortex

pair in the linear shear environment (Fig. 10) are convex
in shape due to the decreasing wind speeds at lower
altitudes. However, as for reasons described in the

previous set of experiments, the vortex pair at lower
levels translates faster than the mean winds for which

they are embedded. Descent rates for the linear shear

case were identical for both upstream and downstream
vortex. Tilting of the vortex pair was not apparent.

7
American Institute of Aeronautics and Astronautics



Comparisonof Figs. 7 and 8 show that the

upstream vortex bounced highest when the shear is aloft,
while downstream vortex bounces highest when the shear

is near the ground. As indicated in Table 3, the bounce
of the vortex is related to the vertical change in ambient

shear (i.e. d2U/dz 2) rather than the environmental shear

alone. In terms of the vorticity due to the ambient
crosswind (crosswind vorticity), aTl/&, we see that the

vortex with a sign of vorticity opposite to the sign of the

vertical change in ambient vorticity, bounces highest.

From these experiments, we see that vertical changes in
the along-track component of ambient vorticity can

preferentially reduce the descent rate of vortices, and may
lead to vortex tilting and vortex rising. Linear shear
(constant ambient vorticity) has no impact on the vortex
descent rates.

__ Port IUpstream) Vortex
UUI_' '' i''" I''' I''' I' ' " I ' ' " I ' " ' I '

_" • _= l: _. / Transition Altitud

 ,oo \- .........
75- _. ".......

:_ : "..

50 :" ....... NO Shear _ "_

; .... No She_' Above Transition
o_ L _ NO Sheer Below Transition _ ..'"
=_ , _Llnear Shear "....'=h... -. _-,,_.. ,. -'
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Time (seconds)

Figure 8. Time-height trajectories for upstream vortex

in crosswind shear experiments.

. ^ Starboard (Downstream) Vortex
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Figure 9. Same as Fig. 8, but for downstream vortex.
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Figure 10. Same as Fig. 4, but for crosswind shear

experiments.

Table 3. Sign of crosswind vorticity vs vortex with

hil_hest bounce/or each exFeriment

Voracity Vortex with
Case 6) 06_'_ Highest

Bounce

No shear 0 0 same

Linear shear + 0 same

No shear above + - downstream

No shear below + + upstream

IDF run 9 Case.

To give supporting confirmation to the above
shear study, we have chosen a former TASS validation

case _ which compares simulated with measured

trajectories. Input values for the simulation were based
on known aircraft parameters and observed vertical
distributions for ambient temperature and wind. Field

measurements of wake vortex generated from a B-757-

200 (sponsored by the FAA) were taken at the Idaho
Falls Field Center. The test aircraft was on a level flight

at 70 m above ground level (AGL) in an early morning

fly-by. The observed environmental profiles for potential
temperature and crosswind are shown in Fig. 11. Note
from the sounding that there is a pronounced zone of

crosswind shear with a peak magnitude of 0.1 s_ located
between 25 and 50 m AGL. The magnitude of the

8
American Institute of Aeronautics and Astronautics



crosswindchangeacrossthiszoneisslightlyunder3m/s.
Measureddatafor thiscasewasobtainedfroman
instrumentedtower,-'4LaserDopplerVelocimeter(LDV)
anda MonostaticAcoustic Vortex Sensing System

(MAVSS).Zs. :6

Idaho Falls, 25 September1990, 0818 MDT
2 • • ,i .., = . ,, J . • , , ,,, i ' ' ' 27

_" Potential Temperature .,'_

o ,' 28

"I_ //s •_D IIr/__ "_L -2 Cro_nd She
to .... 25
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_ Cross W _d C ompor_nl

._' .8 rI _.A"/\/ 23
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Figure ll. Input sounding for Idak(_ Falls Run 9.
Curves are for potential temperature ((htsk dot).

crosswind (dotted) and crosswind sl:ear (solid).

Both the TASS model prediction and measured

data show that the trajectory of the downstream (port)
vortex is deflected as it encounters the zone of crosswind

shear between 25-50 m AGL (Fig. 12). The crosswind

vorticity in this shear region has opposite sign to that of
the downstream vortex, while the change in vorticity with

B757-200 r IDF 25 Sep 1990, 0818 MDT

6070.,_. , , , , , , , , , , , • , / , ,

j
•-- =.uA_'_ •

2oL• ,,.,., ., •
Lm-TA_

10 din-TOWER

u_-TOWER

-100 0 100 200 300 400 500

Y (meters)

Figure 12. Comparison of TASS predicted trajectories
with filed data for Idaho Falls, B-757, Run 9 case.

Field measurements are delineated by open

(downstremn vortex) and filled (upstream vortex)

symbols. Model predictions are delineated by solid
(downstream) and dashed (upstream) lines.

height at the top of this layer is of the same sign as the

vorticity in the downstream vortex. This interaction of
the downstream vortex with the crosswind vorticity shear

of the same sign eventually causes it to rise upward with

increasing lateral separation from the upstream

(starboard) vortex.

VI. Sensitivity to Initial Turbulence

In a large eddy simulation of wake vortices,
turbulence can be divided into several categories which

include: 1) subgrid-scale turbulence, 2) resolvable-scale

turbulence generated by the interaction of the vortex pair,

3) resolvable-scale turbulence generated by the
interaction of the wake vortex with the ground and its

environment, and 4) preexisting resolvable-scale

turbulence. The simulations presented in the previous

sections have ignored the existence of the latter category.
In order to evaluate its sensitivity, we have developed a

procedure for initiating background turbulence into our
model. Turbulence initialization is accomplished through
the use of a random streamfunction field in conjunction

with a low-pass filter. The use of the streamfunction
ensures incompressibility of the turbulent velocity field

while the low-pass filter prevents the initial turbulent

energy from being concentrated at the smallest scales.
The three-dimensional streamfunction and velocity

vectors are defined as:

_D= (%,q%,,%)
)7 = Vx_p

V._7 = V'Vxq_ = 0

In two dimensions, this reduces to:

= (0, _y,0)

U / = Cg_y
OZ

W' - 0%
ax

where u' and w' are the added crosswind and vertical

velocity fluctuations due to grid-scale turbulence.

At each grid point, _ry is assigned a random
number with a prescribed standard deviation. It is

desirable to avoid having the largest velocity variations
concentrated at the smallest scales, since that energy is

quickly dampened by subgrid turbulence. Thus, a nine
point filter is used to smooth the streamfunction before it
is differentiated. An approximate relationship between
the standard deviation of the streamfunction and the

turbulence kinetic energy is used to prescribe the latter as

9
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afunctionofheight.Afteraninitialdevelopmentperiod,
two-dimensionalvorticesareinitializedbyaddingthe
usualinitialvortexfieldto thebackgroundturbulent
velocityfield.

120 7-

TKE profile for weaker background turbulence
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Figure 13. Turbulence kinetic enerey profiles for
background turbulence at seve ral model simulation
times.

In an initial test, we avoid the complicating

effect of background wind shear and stratification by
assuming that the atmosphere is neutrally stable and there

is no background mean wind. We have chosen two
strengths of turbulence for this case. The first case,

labeled as "weaker turbulence," employs turbulence
which is typical of convective conditions in the

atmosphere (Stull, t6pp. 359 and 371). The second case
uses an order magnitude stronger turbulence than the

first. The temporal variation of the turbulence kinetic

energy profiles for the weaker case is shown in Fig. 13.
In each case, the profile becomes smooth and nearly

steady in time after about three minutes. It was at three
minutes that vortices were initialized in the turbulent

lq,lnS.

A vortex pair without back_ound turbulence
initialization (baseline run) descends initially due to the
mutual interaction of their velocity fields with a constant

initial separation. When they approach the ground,

secondary vortices are induced due to the production of

countersign vorticity at no-slip boundaries and force the
primary vortices to rise up. Interactions with secondary

vortices result in a spiral path of the primary vortices.

Four different random number generations were used in

separate runs for both the weaker and stronger turbulence
cases. Because of the symmetric nature of the flow in

these cases with no background wind, this results in eight

vortex trajectories for each turbulence strength from
which we calculated averages and standard deviations.

Time histories of lateral position, and altitude for the
weaker turbulence case are shown in Fig. 14. A single
curve is shown for the case without resolved turbulence,

while three curves are shown for the turbulent case

representing the mean, the mean plus one standard
deviation, and the mean minus one standard deviation.

We see from the figure that the resolved background

turbulence has very little effect on the vortex transport in
an ensemble sense. The main effect is a smaller

amplitude of the oscillations caused by the secondary
vortices. Although not shown, the effect on average
circulation from including the initial background
turbulence is even smaller.

Fig. 15 shows the same plots for ten times

stronger turbulence. Here the results are similar but with

two exceptions. The first is a larger spread for the

positions for the turbulent runs. This indicates than any
individual vortex history could be significantly different
with very strong turbulence, but the average behavior is

nearly the same. The second exception is a tendency for
less lateral transport with very strong resolved turbulence
after two minutes.

These results suggest that two-dimensional
background turbulence does not play a significant role in

vortex decay. Some well-known decay mechanisms, such
as Crow instability and vortex bursting, are highly
three-dimensional and cannot occur in a two-dimensional

flow. Regarding wake transport, the turbulent eddies
appear to cause stochastic variations in the vortex
motions which become significant only for late times and

very strong turbulence. In addition, the effect of the

ground-induced secondary vortices appears to be
somewhat weakened.

The turbulence field initialization was applied
to several of the validation cases from the Idaho Falls

field study. Values for the initial turbulence were
estimated based on the turbulence velocity scale for the

convective boundary layer :7 as derived from the observed
sounding for each case. Cases were also run using 10
times the estimated value for turbulence. In these cases,

no appreciable improvement was gained by including
resolved two-dimensional turbulence. The strength of

10
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Figure 14. A comparison of wake vortex behavior with
and without weak resolved background turbulence.

The mean (turb.), the mean plus the standard deviation
(upper std.), and the mean minus the standard
deviation (lower std.) are shown. (a) Altitude vs time ;

(b) Lateral position vs time.

the turbulence had virtually no effect on the 10-meter

average circulation history.

In summary of the turbulence initiation

experiments, moderately strong two-dimensional
background resolved turbulence has, in general, a minor

effect on wake vortex transport. Very strong turbulence,
however, can result in significant chaotic motion of the

individual vortices. Background resolved turbulence has

insignificant effects on the 10-meter average circulation.

However, we expect to see a much more pronounced
effect when it is included in 3-D simulations of the wake

vortices, since turbulence is more realistically treated and

3-dimensional vortex instabilities would be permitted.

VII. Summary

Two-dimensional TASS simulations are shown

to be useful for investigating the effects of stratification,
wind shear, and turbulence on wake vortex transport.

Simulations presented in this paper confirm that
conventional nondimensionalizations work well for
stratified environments in the absence of shear. The

usefulness of their application to more complex

environments is yet to be evaluated.
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Figure 15, Same as Fig. 14, but for strong turbulence.

Our results show that wake vortex trajectories

are very sensitive to the crossflow component of the

wind. Changes in crosswind with altitude can affect the
wake vortex trajectories in several ways. As a vortex

descends through a sheared crossflow its lateral speed is
affected, but may be different from the speed of the

crossflow at a lower level. This is partly due to the

downward transport of crossflow momentum from its
generation point. Nonlinear shear of crossflow affects

the vortex descent rates and may result in vortex tilting or
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rising.Thememberofthevortexpairwithvorticityof
samesignastheverticalchangeintheambientalong-
trackvorticity,maybedeflectedupwards.Theseeffects
appearto bemoresensitivethantheaffectsof stable
stratification.Zoneswithsharpverticalchangesin the
crosswind,likethatassociatedwithfrontsorinversions,
maybequiteeffectiveinalteringthevortextrajectories.
Detectionof crossflowdistributionsmaybecriticalto
AVOSSandothersimilarpredictionsystems.This will

require special sensor to monitor the winds aloft in the
terminal area.

Our results also suggest that stable stratification

must be quite strong in order to have the same affect as
crosswind shear. Aircraft such as the large wide-body

jetliners may be more susceptible to the stratification
effect than small and medium range jet aircraft.

A procedure for initiating wake vortex
simulations with grid-scale turbulence was described.
For the cases examined, the addition of background
resolved-scale turbulence had only minor effects on two-

dimensional vortex transport. However, in three-
dimensional simulations with unstable atmospheres, we

expect significant sensitivity to background, resolved-
scale turbulence.
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TOWARD THREE-DIMENSIONAL MODELING OF A WAKE VORTEX

PAIR IN THE TURBULENT PLANETARY BOUNDARY LAYER

D. G. Schowalter*, D. S. DeCroix t , G. F. Switzer _ , Y.-L. Lin§, and S. P. Arya t

*t §_North Carolina State University

_Research Triangle Institute

Abstract

A method for large-eddy simulation of aircraft wake vortices embedded in planetary boundary

turbulence is outlined. A nested grid scheme and three-dimensional initial and boundary conditions are

described and demonstrated. The nested grid scheme allows multiple one-way or two-way simulations

using mass-conservative interpolation and averaging schemes along with radiative boundary conditions
which lets unwanted wave energy pass out of the finer mesh domains. The three-dimensional wake vortex

initial and boundary conditions enforce fully-developed wake vortices on the upstream boundary but permit
the vortices within the domain to develop spatially and temporally. Future work will entail combining the

two schemes for simulations of wake vortices embedded within the convective planetary boundary layer.

1. Introduction

Understanding the dynamics of aircraft induced

wake vortices within the atmospheric boundary layer

(ABL) is essential for improving forecasting systems

responsible for air safety and efficiency. Our current
research involves ABL and vortex modeling for the
NASA wake vortex effort and the creation of the

Aircraft Vortex Spacing System I (AVOSS).

Observations and measurements of moving wake

vortices show large variations with respect to ABL

conditions, such as the background wind, wind shear,

and stratification (e.g., Burnham2). For example, the

vortex lifetime appears to be limited mainly by ambient

turbulence effects in the planetary boundary layer 3.

Thus, it is important to study the evolution of wake

vortices under different atmospheric conditions in the

ABL. To date, however, very little significant work on

the effect of ABL background turbulence on aircraft
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wake vortex transport and decay has been

accomplished.
Well known decay mechanisms for wake vortices

are the Crow instability 4 and vortex breakdown 5. The

Crow instability results in vortex lines forming vortex

rings and vortex breakdown or "bursting" is associated

with rapid core expansion due to large variations in

axial velocity. In unstable and convective boundary

layers, there will be weak shear and vigorous
turbulence, which should cause strong perturbations for
the mechanisms mentioned above. Based on these

considerations, we have been using a three-dimensional,

high-resolution, nonlinear, nonhydrostatic large-eddy

simulation (LES) model, the Terminal Area Simulation

System 6.7 (TASS). We have shown the model to be

adequate in the simulation of the atmospheric boundary

layer under convective conditions during morning and

mid-day s.9. In addition, the model has been validated

for the evening transition period when the turbulence

rapidly changes from being convection-dominated to

shear-dominated 1°.

Most vortex modeling relevant to aircraft wakes to

date falls into two categories. The first category is two-
dimensional studies of wake vortices in which

turbulence within the vortices is modeled explicitly or

parameterized. These models have been used to study
wake vortices in the free atmosphere as well as their

interaction with the ground. Examples are Bilanin et

al.tt, Robins and Delisi t2, Schilling 13,Zheng and Ash 14,

and Proctor'. The latter showed that the TASS model

was accurate in the simulation of wake vortices in two-

1
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dimensionsforstableconditionsinwhichthereislittle
or nobackgroundturbulence.Thesecondcategoryis
three-dimensionalmodelsof infinite-lengthvortices
whichuseidealizedinitial andboundaryconditions.
Usually, periodic or other simplifiedboundary
conditionsare usedand there is no background
turbulenceor stratification.Examplesof thiscategory
areRagabandSreedhar15,LeonardandChua16.

Todate,onlyafewstudies have included resolved

background turbulence. Spalart and Wray 17studied the

behavior of periodic vortex lines embedded in

homogeneous isotropic turbulence, finding a relatively

large spread in the destruction time for the wake
vortices.Gerz and Ehret 18 found that weak large-scale

atmospheric turbulence above the planetary boundary

layer had a much stronger effect on the vortices than
small-scale aircraft boundary layer turbulence. Corjon

et al. t9 used direct numerical simulation to analyze the

behavior of low Reynolds number vortices embedded in

homogeneous isotropic turbulence. In agreement with
Gerz and Ehret, they found that small scales of

turbulence served only to cause small distortions in the

vortices, while larger scales caused the large
deformations which lead to Crow instability. Corjon et

al. also found important three-dimensional effects in

laminar ground interaction process. While these studies

have made significant contributions to the knowledge of
the effect of turbulence on three-dimensional vortices,

there are further advances to be made with more

realistic simulations. ABL turbulence is often quite

anisotropic _. We are also interested in the behavior

when the integral length scale is on the order of the

vortex spacing as well as the behavior near the surface

with background turbulence. Though useful for

fundamental studies, periodic boundary conditions do

not allow vortices to decay in space and in time as they

do in the real atmosphere. We feel it is very important

to develop fully three-dimensional high Reynolds
number simulations with a realistic depiction of the

atmospheric turbulence. Wake vortices have a
horizontal scale on the order of 20 to 65 m, which

cannot be properly resolved in a conventional large-

eddy simulation of the ABL. Thus, we have developed

a nesting procedure, whereby a simulation of the entire
ABL with resolution of order 50 m can interact with a

simulation of the small scale wake vortices with a

resolution of order 2 m.

The nesting scheme and a three-dimensional vortex

initialization procedure have been developed

independently. The effects of stratification and
turbulence in two-dimensional simulations are discussed

in a companion pape r2°. Section 2 describes the grid-

nesting while Section 3 describes the three-dimensional
vortex initialization. Section 4 summarizes the results.

2. Three-dimensional nesting

We have used a nesting scheme similar to that used

by Chert 21. A fine mesh with high resolution overlaps a
coarse mesh with low resolution. On the boundaries of

the fine grid, this involves the interpolation of coarse

grid variables. Like Clark and Farley 22, we have used a
conservative interpolation scheme. In order to avoid

wave reflection at the boundary, an additional radiative

condition is employed for the fine mesh. On the lateral
boundaries, as in Chen, the nested radiative condition

corresponds to

"_'- _- & '

where _ is a fine mesh variable, d) is the same coarse

mesh variable interpolated to the fine mesh position,

and C_ is the gravity wave phase speed of ¢-_, the

difference between the fine mesh variable and the

interpolated coarse mesh variable. At the top boundary,

as in Chen again, we use a modified Klemp-Durran z3

condition:

(P-P)k =/J0 _ •

Here, p and w are the fine mesh perturbation pressure
and vertical velocity, respectively, and P and W are the

corresponding variables for the coarse mesh. The ()_
notation indicates a two-dimensional horizontal Fourier

transform at the top boundary and k, and k, are the

wavenumbers in the x- and y-directions, respectively.

p, is the local environmental density and N is the Brunt-

Vaisala frequency defined by

Here, g is the acceleration of gravity and 0 is the

horizontally averaged potential temperature,

0=--

where, P is the pressure, P0 the reference pressure (1000

rob), Cp is the specific heat of air at constant pressure,
and R is the gas constant for dry air. Variables other

than p and w are simply interpolated from the coarse

mesh at the top boundary. If N is very close to zero at

the top boundary, this radiative boundary condition is

not required. In that case, a simple interpolation of p is
used and w is determined by assuming incompressibility

2
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at the boundary. Becausethe lower boundary
correspondsto thegroundin all nestedmeshes,no
nestedboundaryconditionisrequiredthere.Thenested
radiativeboundaryconditionsdescribedaboveimpose
thecoarsegridflowontheboundaries,whileallowinga
relaxationsuchthat unwantedwaveenergytravels
outwardfromthenestedmesh.

It is possibleto useone-wayor two-waynesting.
With one-waynesting,the coarsegrid is run
independentlyof thefinemesh.Thefinegridboundary
points,however,areupdatedateverytimestepbythe
interpolationof thecoarsegridpointsin thatarea.The
finemeshmustusea smallertimestepfor stability.
Thus,theboundaryconditionsfor thefinemeshare
interpolatedin timeaswellasinspace. Undertwo-
waynesting,thevariablesinthefinemeshareaveraged
spatiallyto updatethe coarsegrid variablesin the
overlapping region. One-way nesting is
computationallymoreefficient,andusuallyworkswell
whenthedynamicswithinthefinemeshhaveaminimal
impactuponthelargescaledynamicsof thecoarse
mesh.Thisis likelyto bethecasewithaircraftwake
vortices.It mustbenoted,however,thatalthoughthe
net energy cascade in a turbulent flow is from large

scales to small scales, some energy does travel in the

opposite direction. Thus, we have developed the

capability of using either one-way or two-way nesting.

Figure 1 (a) and (b) show schematic diagrams of

the spatial and temporal arrangement, respectively, of

two nested grids. TASS uses an Arakawa C staggered

mesh 24 so that velocity component values are stored in

the center of the corresponding normal faces of the grid

cells. So, for example, u, the velocity in the x-direction

is stored in the center of grid faces oriented in y-z

planes. Scalar variables are stored in the center of the

grid cells. Progressively finer grid meshes may be

located inside of one another. In principle, the number

of nested grids is unlimited. Boundary conditions are

passed at the end of each coarse mesh time step for use

by the fine mesh. As we can observe in

Figure 1 (b), when the fine mesh catches up with

the coarse mesh temporally, the fine mesh data is

averaged over the coarse mesh grid cells and used by

the fine mesh if two-way nesting is implemented.

We have used message passing software to

implement the nested grid scheme. This involved

writing a master script program which spawns a TASS

executable for each nested grid being used. Boundary

conditions and synchronization information are

communicated between grids using message buffers. In

this way, we minimize complications involved in

changing the entire TASS source code and it is

necessary only to change the boundary conditions and to

synchronize the two modules. In addition, when

running in one-way nesting mode, we may take

advantage of parallel processing. In that case, each grid

runs independently of the grids nested within for short

periods of time, and the tasks may be spawned
concurrently to more than one CPU, thereby increasing

efficiency.
To demonstrate this nesting scheme we have simulated

a rising symmetric temperature impulse and its

interaction with a strong inversion. The potential

temperature of the environment is set to be constant
below about 900 m and constant above with a sharp 16

degree inversion between. The temperature impulse
had an initial radius of 200 m with a peak amplitude of

2 °C. The coarse mesh domain is 50 X 50 X 75 with

40 m resolution in both horizontal directions and 20 m

resolution in the vertical. This mesh is run for ten

minutes of simulation time without any nesting. At this

time, when the warm bubble comes into contact with

the inversion, a fine mesh is spawned with a nesting

ratio of two in each direction. The fine mesh domain

size is 40 X 40 X 132 and has a common center with the

coarse mesh. One-way nesting is employed.

2.2. Results

Figure 2 shows potential temperature contours in a

central vertical plane of the simulation at 12 minutes
and 16 minutes. At 12 minutes, we can observe the

disturbance of the potential temperature contours caused

by the impingement of the warm bubble on the strong
inversion. Note that there is finer detail observable in

the nested fine-mesh grid. Note, in addition, that the

flow within the nested mesh remains symmetric about

the horizontal origin. At 16 minutes, much of the

potential temperature disturbance has passed out of the
fine mesh without reflecting off the boundary,

indicating the success of the nested radiative boundary

condition.

In Figure 3 we observe contours of the y-

component of vorticity on the same planes shown in

Figure 2. The vortex ring from the rising bubble can

clearly be seen in Figure 3 (a) and (b) at a vertical

height of approximately 800 m and at a horizontal

position of +300 m. Slightly above this ring is an

additional vortex ring of opposite sign. This vorticity is

induced baroclinically from the tilting of the constant

potential temperature surfaces in this region. By 16

minutes, part of the bubble vortex ring has passed out of

the nested fine grid. This allows us to see how

smoothly this ring moves across the boundary. The fine

mesh gives better resolution of residual vorticity in the
center of the domain as well as higher gradients in the

baroclinic ring. These are precisely the types of details
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which will be important for wake vortex numerical

experiments.

3. Three-dimensional Vortex Initialization

_.1. Methods

The TASS model has been validated for two-

dimensional wake vortex studies 7. As described in

Section 1, however, decay mechanisms tend mostly to

be three-dimensional in nature and it is desirable to

allow computational wake vortices to develop in both

time and space. In addition, it is highly undesirable to

simulate the roll-up process immediately behind the

aircraft because of the prohibitive resolution

requirements. For these reasons, we have chosen to

impose fully developed vortices on the upstream
domain boundary and to have this boundary move with

the speed of the aircraft which is assumed to be 60 ms".

The initial velocity field throughout the domain

corresponds to an axially homogeneous vortex pair.
The downstream boundary condition is an open

Orlanski boundary condition which is standard for

meteorological finite-difference models 6. Essentially,
the Orlanski condition allows passage of gravity wave

energy out of the boundary while allowing advection of
external environmental variables into the domain. The

velocity field associated with the wake corresponds to a

Burnham-Hallock vortex profile 25. No axial flow is

allowed through the upstream boundary. A schematic

representation of these initial and boundary conditions

is shown in Figure 4. The x, y and z domain directions

correspond to the axial, lateral and vertical directions of

the vortex system, respectively, with the origin of the

coordinate system being at the ground in the upstream

boundary midway between the two vortices.
The TASS model has previously been validated for

three-dimensional helical vortex flows 26. Here,

however, we demonstrate the three-dimensional wake

vortex initialization discussed above. We have chosen a

quiescent, very stable atmosphere with a constant lapse

rate, N*= 1, where we define
2arNb 2

g'lt m _ ,

r0
where F 0 is the initial circulation of the vortices, b is the

initial vortex separation, and N is the Brunt-Vaisala

frequency. The value of N*=-I represents an upper
bound for the atmosphere. We have used dimensional

values of 1"0--550 m2s"1and b=37 m, values derived for a

DC-10 aircraft with elliptical wing loading.

This particular case with no ambient wind enables

the use of a symmetry boundary condition and

necessitates the simulation of only one vortex (in this

case, the starboard wake vortex). This symmetry

boundary is located midway between the two vortices.

Open boundaries are used to the starboard of the flight

path in addition to the rear boundary.

Figure 5 shows contours of the minimum pressure

perturbation field in x-z and x-y planes after one minute
of simulation time. For each two-dimensional position

plotted, the contour represents the minimum pressure in
the direction perpendicular to the plane shown. For

example, for a given x-z position in Figure 5 (a), the

contour represents the minimum of pressure

perturbations for all y values at that x-z point. Note that
the vortex develops spatially in this simulation. From

the left-hand, or upstream boundary, the vortex slopes

downward, indicating the descent of the wake after the

passage of the aircraft. This slope decreases as the
falling rate slows during the initial stages of ground

effect and stratification effect.
Because two-dimensional wake vortex simulations

have been quite successful in stably stratified

environments 7, it is desirable to compare this three-

dimensional simulation with a two-dimensional

simulation. Figure 6 compares velocity vectors for two-
and three-dimensional simulations at various

dimensionless times, t*, where

t. mt F°
2M,2 •

The domain size and resolution in the spanwise and

vertical directions are identical for the two-dimensional

and three-dimensional simulations. In Figure 6, we

notice that the simulations are remarkably similar up to

t*=2.5, after which there are some minor differences. It

appears that, at t*=3.0, there are differences in the
locations of the secondary vortices which, in this case,

are created baroclinically by the background

stratification. The secondary vortex in Figure 6 (c) and

(f) can be seen as a small region of fluid rotating in the

opposite direction from the primary vortex. At this time,
the two-dimensional secondary vortex is higher relative

to the primary vortex and further inboard than the three-

dimensional counterpart. It is likely that this difference

in position is due to the sloping of the three-dimensional

primary vortex in the axial direction.

Figure 7 shows the altitude histories for the two-
and three-dimensional simulations. These are nearly

identical up to about 48 seconds of simulation time

(t*=-3.1). For both simulations, there is a rapid rate of
descent until about 20 s. At this point, the vortices stall
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dueto thestrongstratification.Afterabout48s, the
three-dimensionalvorticesbeginto riseandthetwo-
dimensionalvorticesbegin to fall again. This
differenceinthetransportof thevorticescanberelated
backto thedifferencesshownin Figure6. In strong
stablestratification,thewakevortexdescentratetends
toslowduetoanupwardbuoyantforcefromentrained
warmair3. Because the two-dimensional secondary

vortices are located higher and closer together,

however, their induced velocity tends to push the

primary vortices closer together. This eventually results

in a higher downward velocity field between the

primary vortices, which enables the pair to continue
their downward motion after the stall. In the three-

dimensional case, the secondary vortices are located at

nearly the same level as the primary vortices. Thus,

there is very little tendency to squeeze the primary

vortices closer together. In addition, these secondary

vortices induce a positive vertical velocity component at

the primary vortex locations in the three-dimensional

case. The upward buoyancy force, combined with the

induction from the secondary vortices is strong enough

to cause a slight upward motion of the pair.

Figure 8 shows the development of 10 m

circulation and 10 m average circulation with time for

two- and three-dimensional simulations. Average

circulation at a radius r0 from the vortex center is
defined as

r0

_o_o --- fF(r)clr,
o

where the circulation, F, is

r(r) - * d
r

The histories are virtually identical until about 54

seconds of simulation time (t*=3.45), at which point the

two-dimensional circulations begin to drop off more

rapidly.

Axial flow through the three-dimensional vortices

is shown in Figure 9. The axial flow is strong and
towards the aircraft in the core of the wake vortex and

weak and directed away from the aircraft outside of the

core. By looking at the pressure field in Figure 5, the

cause of this secondary flow is evident. The vortices

undergo a slow expansion due to turbulent diffusion as

they fall further away from the upstream boundary. As

discussed by Batchelor 27, this expansion reduces the

pressure drop inside the vortex core. Thus, the core

pressure is higher far away from the upstream boundary

than near it, causing a secondary flow towards the

aircraft. To conserve mass, this flow must be balanced

by a weak return flow outside of the core.

4. Summary

We have described the separate development of a

nested grid technique and wake vortex boundary and

initial conditions for large-eddy simulation. The nested

grid technique employs mass-conservative interpolation

and averaging routines along with radiation schemes

which prevent wave reflection at fine-mesh boundaries.
The scheme has been demonstrated with a simulation of

a warm air bubble rising from the surface and

interacting with a strong temperature inversion. This

symmetric perturbation has been shown to lead to a

symmetric solution using the nested grid, which is

expected. In addition, disturbances are shown to pass

out of the fine mesh properly. One-way and two-way

nesting are possible.
Three-dimensional initialization of aircraft wake

vortices along with upstream boundary conditions to
sustain them have also been demonstrated. These

boundary and initial conditions allow the wake vortices

to develop spatially and temporally. Two-dimensional
and three-dimensional simulations show similar results

up to the time when baroclinically generated secondary

vortices become important. Two-dimensional

baroclinic secondary vortices were positioned higher

than their three-dimensional counterparts. This

positioning resulted in the pair descending after a
stratification-induced stall for the two-dimensional

simulation. In the three-dimensional case, however, the

pair began to rise after the stall. An axial flow (which
cannot be simulated in the two-dimensional

experiments) develops which is directed toward the

aircraft within the cores and weakly away from the
aircraft outside of the cores. This axial flow is

generated by a dilation of the vortex cores as they

develop spatially away from the aircraft.

In the future, we plan to combine the nested
simulations with the vortex simulations. This will

involve a coarse mesh large-eddy simulation of the

convective planetary boundary layer which will spawn a
fine mesh nest. Vortices will be initialized within the

fine grid which will, at that point, be suffused with

realistic atmospheric turbulence.
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DomainMovesat the Speed of the Generating Aircraft

Figure 4: Schematic diagram of vortex initialization within the domain. Fully developed vortices are imposed on

the upstream boundary and, initially, throughout the domain. Open radiation conditions are used on the downstream

boundary. The domain moves at the aircraft speed.
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Ambient atmospheric turbulence effects on aircraft wake vortices are studied using a validated large eddy

simulation model. Our results confirm that the most amplified wavelength of the Crow instability and the lifetime
of wake vortices are significantly influenced by ambient turbulence (Crow, S. C, "Stability Theory for a Pair of

Trailing Vortices,"AIAA Journal, Vol. 8, No. 12,1970, pp. 2172-2179). The Crow instability becomes well developed
in most atmospheric turbulence leveis, but in strong turbulence the vortex pair deforms more irregularly due to
turbulence advection. The most amplified wavelength of the Instability decreases with Increasing dimensionless

turbulence intensity _7,although it increases with increasing furbnlence Integral length scale. The vortex lifespan
Is controlled primarily by 17and decreases with increasing r/, whereas the effect of integral scale of turbulence on

vortex lifespan Is of minor importance. The lifespan is estimated to be about 40% larger than Crow and Bate's

predicted value (Crow, S. C., and Bate, E. IL, "Lifespan of Trai!ing Vortices on a Turbulent Atmosphere"Journal
of Aircraft, Vol. 13, No. 7, 1976, pp. 476-482) but in agreement with Sarpkaya's recent modification (Sarpkaya,
T., "Decay of Wake Vortices of Large Aircraft,'AIAA Journal, Voi. 36, No. 9, 1998, pp. 1671-1679) to Crow and

Bate's theory. This larger lifespan Is also supported by data from water tank experiments and direct numerical
simulations. There appears to be a possibility that the scatter in vortex lifespans due to ambient turbulence alone

decreases with increasing Reynolds number, whereas larger scatter of Iffespans in flight tests may result from other
factors such as stratification, wind shear, and inhomogeneous ambient turbulence.

: "I." Introduction

"l_ XISTING procedures for aircraft separations prevent unsafe

encounters with hazardous wake vortices but are independent

of ambient meteorology and can impact airport capacity. The de,/el-

opment of a forecasting system that includes atmospheric variables

can be useful for reducing aircraft separations, maintaining safety,

and benefiting airport capacity. NASA is developing an automated

system, called the Aircraft Vortex Spacing System (AVOSS), m'zthat

will determine safe operating spacing between arriving and depart-

ing aircraft as based on the observed or predicted weather conditions.

To develop this system, research is being focused on understand-

ing how wake vortices interact with the atmosphere. In the present

work we focus on the effects of ambient atmospheric turbulence on

the Crow instability 3 as well as vortex lifespan using a validated

numerical model. Results from this work and parallel efforts are to

provide support in the development of the AVOSS system.

Crow instability is an important mechanism that eventually brings

about the destruction of wake vortices. 3 This instability is based on
linear theory and was first analyzed in terms of mutual induction

by Crow. Because of the Crow instability, the vortices undergo a

symmetric and sinusoidal instability that grows exponentially and,

finally, result in a linking into a series of crude vortex rings. This

phenomenon has been observed by flight tests _.5 and laboratory
experiments, _-s as well as confirmed in numerical simulations. 9. to

During development of the Crow instability, the vortex behavior

is significantly influenced by atmospheric turbulence, stratification
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and wind shearl and vortex core bursting, which are believed to be

main causes of deviaiions from the predictions of the instability

theory on the most amplified wavelength and vortex lifespan. Core

• bursting, _'H which falls outside the scope bf the present study, is

another dominant instability mechanism for vortex destruction, but

it more often occurs toward the end of the vortex lifespan.

Turbulence, whose scale is smaller than vortex separation dis-

tance, can lead to an enhanced diffusion of the circulation of the

vortices, _2=" whereas strong and large turbulent eddy motion can

cause a large distortion of the vorticesJ, to The enhancement of vor-

tex decay due to ambient turbulence is one important factor of the

wake-prediction models developed by Donaldson and Bilaninl2 and

Greenel3.and will be studied in more detail in a separate paper. On

the other hand, the vortices may distort the ambient turbulence and

cause departures from statistical homogeneity and isotropy. This
nonlinear interaction between the vortices and the ambient turbu-

lence may modify the predictions from the linear instability theory.

Crow and Bate u (CB) incorporate the effects of ambient turbu-

lence to the Crow instability and then obtain the theoretical predic-

tions for the vortex lifespan. They define the vortex tifespan as the

time at which linking of a vortex pair occurs. Under the assumption

that eddies of the relevant size lie in the Kolmogorov inertial sub-

range that is characterized by the turbulence energy dissipation rate

e and that the atmospheric turbulence is independent of the vortices,

they predict that the dimensionless vortex lifespan,

t = (Fo/2:rb_)r (1)

is only a function of the dimensionless turbulence intensity r/:

= (ebo)J/Vo, Vo = ro/2nbo (2)

where 1-'o is the circulation around the vortices, t" is the vortex

lifespan, and bo is the initial separation distance of the vortex pair.

Here, 17represents the ratio of the characteristic turbulent velocity

scale at the scale of the vortex separation distance [(_bo) 1/3] to the

speed of descent of the vortex pair by mutual induction, Vo, and

is the appropriate dimensionless measure of turbulence intensity.
T_e theorer!cat r_redic_i_n f__,-,-,;_,_ -,-_ ......... _-, : ........ ._,
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agreementwith data from field flight tests,but the scatteris large
(about a factor of 3 in r for fixed r/), which may be due to other
influencessuch as wind shear,stratification,and core bursting,as
mentioned earlier. .,

On the other hand, from dimensional arguments, Sarpkaya and

Daly _ postulated a similarity relation ....

H = h/bo = f(T, rl, Ltj/bo) (3)

in the absence of wind shear and stratification, where h is the descent
distance of the vortices, T is dimensionless time, that is,

T = Vot/bo (4)

and L. is the longitudinal integral length scale in the axial direction
of a vortex, defined as

Lt, = [°°(u(x)u(x + r))/(uZ)dr (5)
. J0 _

where ( ) is the domain average. Then, in th.e water tank experiments
in which two biplanar grids were towed at a constant speed to pro-
duce isotropic turbulence, they found that the descent and demise
of the vortices are controlled primarily by the dissipation rate of
ambient turbulence, whereas the integral scale of turbulence plays
only a minor role. Compared with flight tests, the water tank data
displayed less scatter became the effects of ambient wind shear and
stratification were avoided. Liu s performed similar experiments in
a towing water tank. His results showed that, when the lifespan only
due to vortex linking is considered, the scatter in lifespans is much
less and that the dominantwavelength of the linking decreases with

increasing turbulence intensity Or dissipation rate.
The direct numerical simulation (DNS) results by Spalart and

Wray, to in which a five by five array of vortex pairs is simulated
in an initially isotropic turbulence without ambient wind shear and
stratification, show a large scatter comparable with flight tests for
the theoretical curve of CB. Because their DNS study showed no
core bursting (to date, no numerical simulations of wake vortices
have shown this phenomenon), the large scatter in their DNS results
could be due to the variability of turbulence related to low Reynolds
number flow characteristics intrinsic in any DNS study.

One way to investigate high-Reynolds-number flows, such as at-
mospheric boundary-layer turbulence, is through the use of a large
eddy simulation (LE.S) model, which has become a useful tool for the
studyofinteriorturbulencestructure,tr-_sInLES, thelarge-scale

eddiesareexplicitlyresolved,whereassmall-scaleeddiesareparam-
eterizedthroughaclosuremodel.One reasonforthesuccessofthis

approachisthatthesmall-scaleeddiestendtobemoreisotropicand
universallysimilarand are,therefore,moreamenabletoparameter-
izationthanthelarge-scaleeddies,whicharemuch moredependent

onthetypeofflow.The basicrequirementofLES isthatthegridsize
shouldbemuch smallerthantheintegrallengthscaletoguarantee

theisotrol:)yofthesubgrid-scaleeddies.The numericalmodelused

inthepresentstudyisathree-dimensional,nonlinear,compressible,

nonhydrostaticLES model,namely,theTerminalAreaSimulation
System(TASS),tg'z°thathasbeenadaptedforsimulationofinterac-
tionofwake vorticeswiththeatmosphere,z°'z_We simulatedonly

thepost-rollupwake vortices;therollupprocessfallsoutsidethe

scopeofthepresentstudy.
InSec.IIwe describeourLES modeland themodificationsre-

quiredforinitialconditions.InSec.Illwe presentresultsfrom
systematic numerical experiments in terms of dimensionless turbu-
lence intensity and length scale. Finally, in See. IV we summarize
our LES results and draw some conclusions.

II. Model and Initial Conditions

A. Model

The TASS model contains 12 prognostic equations: three for mo-
mentum, one each for pressure deviation and potential temperature,

six coupled equations for continuity of water substance (water va-
por, cloud droplet, cloud ice crystals, rain, snow, and hail), and one
for a massless tracer (see Refs. 19 and 20 by Proctor for the whole
T-_SS eouation set'). In the neutral and dry atmosphere neglecting

the Coriolis force, the model equations can be reduced to four prog-

nostic equations given by

_ut 1 _p 8uiuj auj 1 arq
¢- =---+u,:---+.7-'+f (6)

St Po axi _xl oxs Po oxs

Op + CpPo Ous = 0 (7)
Ot C,, /_xs

where ut is the component of velocity, t is time, p is deviation from
the reference atmospheric pressure Po, _ is the reference air den-

sity, Cp and C, are the specific heats of air at constant pressure and
volume, and/is an artificial external forcing term to generate an
isotropic turbulence. The equation for pressure deviation [Eq. (7)]
has been derived from the mass continuity equation, t9 with the ad-

vection and subgrid eddy transport terms for pressure neglected in
this study because of the dominance of the second term on the left-
hand side of F_.q.(7).

The dependent variables in TASS are treated.as averages over the
grid volumes, giving rise to subgrid stress terms. The subgrid stress
r o is approximated by using Smagorinsky tint-order closure:

. ...-- . rq =/>oK.Dis (8)

where the velocity deformation Dis is defined as

aui Ous 2 auk.
(9)

and the subgrid eddy viscosity is given by

K, = (c,A)21Defl (10)

The subgrid length scale A is constant and related to the grid size
as A = (2Ax2Ay2Az)l_, IDefl = _/( ½Dis" Dis). The coeffcient
c, = 0.075 was used as the optimum value; this value was found
to be large enough to damp out small-scale fluctuations but small
enough to avoid too much damping of the turbulence energy in
higher wave numbers.

The TASS model uses the time-splitting integration procedure

(small time step for acoustically active terms and large time step
for advection and diffusion'-') that results in a substantial savings

in computing time. Local time derivatives (both small and large
time steps) are approximated by the second order Adams-Bashforth
method. Space derivatives are approximated by central differences
in quadratic-conservative form, which are fourth order for advective
derivatives and second order for remaining derivatives. Details of
the numerical formulation can be found in Refs. 19 and 20. The
numerical schemes used in TASS produce accurate and stable results
and hive beenshown to have almost no numerical dissipation, z_

The vortex system is representative of the post-rollup wake ve-
locity field and is initialized with the superposition of two counter-
rotating vortices, with the velocity field for each vortex specified
as24._

V(r) ---- ro/_[,l(,_ + r2)] (II)

where V(r) is the vortex tangential velocity at radius r; rc is the
core radius, that is, radius of peak tangential velocity; and I"o is the
circulation at • >> r,. In this study rc is fixed as 2 m.

Grid points "used in our simulations are 324 x 112 x 112 with
grid size (Ax, Ay, Az) = (I.0. 0.75, 0.75 m), where x, y, and z cor-
respond to the axial, lateral, and vertical directions of the vortex
system and corresponding velocity components are u, v, and w, re-
spectively. Periodic boundary conditions are imposed at all domain
boundaries. Two values of b0, that is, bo= 16 and g m, are used
for fixed-domain size. For the case of b0 = 16 m, the domain size
becomes (L= x Ly x L:) = (20bo x 5bo x 5/)o). The domain size in
the axial direction, 20bo, is large enough to simulate the most am-
plified wavelength of about 8.6/>0for Crow instability. 3 The domain
size of 5bu in the lateral and vertical directions is sufficiently large to
minimize boundary influences. The strain rate of neighboring vortex

pairs that are present outside of the domain when periodic boundary
conditions are assumed is only a few percent of that exerted by one
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vortex on the other in the vortex pair. This domain configuration

is adequate, although a larger domain size would be preferable if

not limited by computing resources. For the case of bo = 8 m, the
domain size becomes much larger in terms ofbo. The core size 2 m

used in our simulations is larger than the typical value (about 5%

of the generating aircraft's wingspan 2°) observed behind aircraft.
However, dependency ofrc/bo on the Crow instability is weak 3 and-
is examined further when our LES results are compared with the

theoretical predictions in Sec. II1.

B. Initial Conditions
Because we want to study the effect of ambient turbulence on the

Crow instability) it is of crucial importance to obtain an initially ho-

mogeneous and isotropic turbulence field. Toward this purpose, the

initial turbulence field is allowed to develop under an artificial ex-

ternal forcing at low wave numbers. 26 Because the TASS code uses
a finite difference numerical scheme, the forcing is achieved by per-

forming, first, a three-dimensional fast Fourier transform (FI_ at

every large time step, the'n adding a constant amplitude f to all of the
modes with integer wave numbers whose magnitude is less than 3.0,

and, finally, performing an inverse FFT back to the physical space.
The wave number in the axial direction is normalized so that the

axial wavelength has the same magnitude as that of the correspond-

ing wave number in the lateral or the vertical direction. Because of
viscous dissipation, the simulation can reach a statistically steady
state in the sense that the mean turbulence kinetic energy (TKE)
oscillates in time around a constant value. Figure I shows that the

domain-averaged TKE and variances from resolved velocity fields
reach a steady state around about 1000 s. The integral length scale
is calculated as Li] = 15.0 m in a steady-state turbulence, and the

large eddy turnover time, defined as

t, = L]l/(u2)! (12)

isestimatedas t,= 56.2s.Thus, we obtaina statisticallysteady-

stateflowafterintegrationoverabout 18 largeeddy turnovertimes.

The isotropy parameter I, defined _ .........

Ii= [(u2)/(u )]" or Iz=.[(w2)/{v )1_- (13)

fluctuatesonly a few percentaround itsexpected valueof l for

isotropicturbulence.Therefore,our simulatedturbulenceiscloseto

statisticalisotropy.
Figure 2 shows the one-dimensionalspectraof u and v in the

statisticallysteady stateas functionsof wave number x_, where

subscript[ representsaxialdirection.Fairlyextensiveinertialsub-

ranges with

Ftl(x.l)K: (_)-_ = OtI (14)
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Table 1 Characteristics of the numerical simulations

Turbulence Domain size
strength r/ bo, m rr, m (Lx x Ly x Lz)

•Weak 0.0316 16 2 20bo x 5bo x 5bo
g 2 40b0 x 10box 10bo

0.0789 16 2 20box 5bo x 5bo

Moderate O.1753 16 2 20bo x 5bo x 5bo
8 2 40bo x 10box I0b0

Strong 0.3506 16 2 20bo x 5bo x 5bo
g 2 40bo x |0b0 x 10bo

0.5844 16 2 20bo x 5bo x 5bo
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Fig. 2 One-dimensional energy spectrum in a steady-state turbulence
before vortex injection.

F=(x,)_:: (E)-_ "= _l (15)

arc present, where Fix(_q) and F220q) are one-dimensional lon-
gitudinal and transverse spectra, respectively, (_) represents a
domain-averaged TKE dissipation rate, and _xl is a constant. If the

Kolmogorov constant ce is taken as 1.5 (e.g., see Ref. 27), then we

can estimate (¢) from a line fit of the theoretical relations of the

spectra in the inertial subrange, that is, Eqs. (14) and (15) with
is

al = (_)_t, to the simulated spectra, as seen in Fig. 2. For our tim-
ulated-turbulence field, the dissipation rate is calculated as (_)

0.9897 x 10 -_m 2 s-L --

A two-dimensional counter-rotating vortex pair prescribed by

Eq. (11) is initialized in every y-z plane along the axial direction
when the ambient turbulence reaches a steady state, that is, at 1020 s

after integration. Five values for t/are obtained by varying the cir-
culation to save computing time, rather than by varying {_), and can
be divided into three turbulence strength groups, as seen in Table 1.

The vortex injection time is the same for each r/value unless stated

otherwise.

Except in one case, that is, the case of r/._ 0.0 described in Sec. III,
the flow is turbulent with Reynolds numbers (Re = F/v, where _, is

kinematic viscosity) ranging from 2.88 x 10 _ to 5.33 x 10 _, which

are appropriate for atmospheric wake vortices.

IIL Results

A. Crow Instability
Figure 3 shows top and side views of the vortex pairs with in-

creasing nondimensional time for six different nondimensional tur-
bulence intensities. In the case of rt_ 0.0 (Fig. 3a), a constant viscos-

ity is used for the subgrid stress (Re _ 1.66 x 104) and the instability

is initiated by adding very small random velocity perturbations to
the initial field. This case is representative of nearly laminar flow

and is useful for comparing with the cases that have turbulence.
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Fig. 3 Top (x,y) and side (x,z) views of wake vortices at three nondl.
_--_;n._l time*;for _he ca_.eofbn = 16 m.

of a vortex. They define a vortex in terms of the second negative
eigenvalue _.2of the symmeu'ic tensor S2+ flz where S and fl are,
respectively, the symmetric and antisymmetric pans of the veloc-
ity gradient tensor Vu. Corjon et al.-_ applied this method for the
identification of wake vortices and showed that an isosufface of neg-
ative _.2 visualizes the vortices very well. In the present study, the

top (side) view is taken from the x-y (x-z) plane projection of the
minimum negative _.,. value along the z(y) direction. A threshold _._
value to identify the vortex is arbitrarily determined. In the TASS
code the vortex center position to estimate the most amplified wave-
length is later calculated via the centroid of G x p6 where ¢., and
p represent axial vonicity and pressure perturbation, respectively.

Except for strong turbulence, most of the cases in Fig. 3 show
clearly developing Crow instability. In agreement with observations,
the vortex pair connects together as a result of the instability, forms
a train of vortex tings, and then disintegrates into a turbulent state.
In strong turbulence, the vortices are more irregularly distorted due
to advection and nonlinear interaction with ambient turbulence. A
sinusoidal instability still appears to develop even for a strong tur-
bulence cases. This vortex behavior for strong turbulence was ob-
served by Tombach_ (e.g., see Fig. 4 in Ref. 5). Spalart and Wray's '°
DNS study also shows similar patterns, but their results for intense
turbulence appear to be dominated by ambient turbulent flow advec-
tion without the indication of the sinusoidal development of Crow
instability. _

The dimensionless vortex linking time, defining the vortex lifes-

pan' decreases with increasing nondimensional turbulence intensity,
which is consistent with previous studies. _'7"*"10.15Vortex iifespan
will be discussed in detail later. Note that the vortex linking time for

the case of _ _ 0.0 (Fig. 3a) is much larger than for cases with am-
bient turbulence (Figs. 3b--30. The significant _.2values around the
vortex pair may result from the stretching of the ambient turbulent
eddies in the vertical direction by the velocity field induced by the
vortices, as suggested in the Corjon et al.'s 29 DNS study• The cir-
culation associated with the vortices can be weakened through this
turbulence vorticity stretching process. The issues involving vortex
decay will be discussed in a separate paper. ....

In the top views of Fig. 3, the most amplified wavelength (MAW)
appears to decrease with increasing turbulence intensity. A quanti-
tative estimate of the MAW can be obtained from the spectrum anal-
ysis of y displacement of the vortex along the axial direction just be-
fore vortex linking (Fig. 4). The MAWs for 17= 0.0316, 0.0789, and
0.1753 range from 4bo to 7bo, showing higher value for weaker tur-
bulence. For stronger turbulence, that is, r/= 0.3506 and 0.5844, a
significant spectral energy of the displacement is seen in the smaller
wavelength range. The case of ;7_ 0.0 shows the largest MAW,
that is, about 10bo. This trend that the MAW decreases with in-
c,'easing turbulence intensity agrees surprisingly well with results
of Liu's s laboratory experiments. It is noticeable that stronger turbu-
lence tends to intensify more strongly smaller unstable wavelengths
than larger ones.

According to Crow's linear instability theory) both the MAW and
the amplification rate depend only on rdbo, though the dependency
is weak. Crow obtained the MAW of 8.6b0 with r_/bo = 0.0985,
assuming that d/(2r_) = 0.321 for vortices trailing from an ellipti-
cally loaded wing and that vorticity is uniformly distributed within
the vortex core. Here, d is the cutoff distance in the line integral

representing self-induction. Because a value of r_/bo = O.125 is
used in our simulations, the MAW predicted by Crow's theory is
about 8.2bo, which is larger than any MAW obtained in our sim-
ulations with ambient turbulence. In laboratory experiments, Liu _
obtained an average MAW of 7.8bo. whereas Spalart and Wray's m
DNS results show an average MAW of 6.7bo. in Chevalier's * flight
tests, the MAWs range from 5bo to 10bo in light atmospheric tur-
bulence conditions, showing a large scatter about the average value
of 8.4bo. A close inspection of his observations indicates that the
MAW tends to decrease with increasing air speed. Because the cir-
culation of the vortices is inversely proportional to the air speed

[i.e., Po = 4Mg/(_rp V, B), where B is the span of the generating
aircraft, Vo is the air speed, and M is the mass of the generating air-
craft], _7becomes large as air speed increases. Thus, the observations

by Chevalier indicate that, assuming the ambient turbulence inten-
sity did not chanue much during the fli_ht tests, the MAW tends
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to decrease with increasing nondimensional turbulence intensity,
which is consistent with our results. However, the measurement er-
rors and the absence of the turbulence dissipation rate measurement
make it difficult to compare closely our results with those observa-
tions. -

The smaller MAW compared with Crow's3 linear theory in the
case ofbo = 16m may come from the limited domain size used in the
present study or the artificial external forcing added in awavelength
range of 1.7b0-5bo to maintain the ambient turbulence intensity.
Another possibility is the difference of the vortex model used in the
two studies; for example, unlike the Crow case, the vorticity within
the vortex core in the present study decreases with increasing radial
distance from the vortex center. Finally, the effect of the ambient
turbulence length scale on the vortices must be considered. Although
not shown in the figures, our previous test results have indicated
that the artificial external forcing and the difference of the vortex
model used are not relevant to the discrepancy between the Crow
theory and the present results. For example, although the external
forcing was deactivated at vortex injection time so that the ambient
turbulence strength decreased with time, the instability development
was almost identical to that with the external forcing, confirming
the arguments by Corjon et al.29 that the timescale of the ambient

turbulence compared to that of the vortex is sufficiently large to
obtain the main characteristics of the effects of ambient turbulence
on the wake vortices. We have also tested the instability development
for the Rankine vortex model. The Rankine vortex model possessing
uniform vorticity distribution within the vortex core is exacdy the
same that used in Crow's theory) The instability development for
the Rankine vortex model was also almost the same as that of the

present model, indicating that the instability is very sensitive neither
to the vortex model used nor to its core structure.

The much larger value of the MAW, that is, about 10bo, in the case
of r/_ 0.0 indicates that our domain size is large enough to produce
the Crow instability) However, the problem for the limited domain
size results because the scales of the ambient turbulence are limited

by the domain size. Note that the Crow MAW, that is, 8.2bo for
rr/bo = 0.125, is not within the inertial subrange (Fig. 2) but larger
than the domain in the y-z plane. Therefore, some sensitivity tests
with bo = 8 m for r/= 0.0316, 0.1753, and 0.3506 were conducted
to see the effect of ambient turbulence length scale on the instabil-
ity. In terms of vortex separation distance, the domain size in this
case is enlarged to (L, x L:, x L:) = (40bo x 10bo x 10bo), that is,
just twice of the case of b0 = 16 m in each direction (Table 1). The
integral length scale of the ambient turbulence also becomes about
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twice the vortexseparation distance. The MAW for the Crow insta-
bility based on the theory is estimated to be 6.9bo, which is quite
well located in the middle of the inertial subrange of Fig. 2. (In this
case the values on rj axis of Fig. 2 should be divided by 2.) The top
and side views and the y-displacement spectra for the larger integral
length scale of turbulence are shown in Figs. 5 and 6, respectively.
Because domain size in the axial direction is doubled, more vor-

tex rings are formed (Fig. 5) compared with the case of b0= 16 m
(Fig. 3). The vortex evolution appears to be similar to the previous
case,buttheMAW isalittlelarger,forexample,thespectralpeaks

ofy displacementsforrt= 0.0316and0.1753are8boand5bocom-

paredto7b0and 4bo intheprecedingcase,respectively.Although
notshown inFig.6,thestrongestspectralpeaksDry displacements
forrt= 0.1753and _= 0.3506areat20bo,whichmay reflectthead-
vectioneffectduetolargerturbulenteddy motionsbutisnotdirectly

relatedtoinstability.ConsideringthetheoreticalMAWs inthecases
ofbothbo= 16and 8 m,thatis,8.260and 6.9bo,respectively,the
MAW inthecaseofbo= 8 m isrelativelylargerthanthatinthecase

ofbo= 16m.Therefore,largerscalesofambientturbulencetendto

promotelargerMAW. Inaddition,forthecaseofbo= 8m,thetheo-
reticalMAW can beproducedwithinourdimensionlessturbulence

strength range, especially in the weak turbulence case. The results
with larger turbulence integral length scale are more consistent with
Chevalier's 4 atmospheric observations and Liu's 8 laboratory exper-
iments in that all include the theoretical MAW within the obtained

MAW range.

B. Vortex Lifetime
In this study, following CB's definition) s the vortex lifetime or

lifespan is defined as the time at which linking of a vortex pair oc-
curs. Using Crow's original theory) CB developed a composite vor-
tex lifespan function by considering the cases of both very strong
and very weak turbulence) s Their expression for vortex lifespan
was based on the assumptions that the ambient atmospheric turbu-
lence is independent of the vortices and that turbulent eddies of size
comparable to the MAW lie in the Kolmogorov inertial subrange.
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According to CB, the vortex lifespan in strong turbulence is given
by

F 55 bo (,6)
= LSlr(-_)aJ (_bo)l

In dimensionlessform with the Kolmogorovconstantor= 1.5,

r = 0.41/q (17)

CB also obtaified an equation for vortex lifespan in weak turbulence
as

boZ= r 2 .-- j (18)55 [a(r.)tanO( =)] Lla (r=)lt

where r. is the wave number of the MAW mode. a is the rate of
displacement amplification, and 0 is the angle of the vortex dis-
placement from the horizontal plane. From the Crow theory) r. =
0.731bo,a(r.) -- 0.83(f'/2.'rbo), tan0(r.) = l.l !, and la"(r.)l =
3.12(F/2_r). The a"(*:,,) wasevaluatedfrom parabolicfit to the am-
plificationratecurve for rJbo = 0.0985. Finally, the vortex li fesr_an
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expression obtained by CB t5 for weak turbulence in dimensionless

form becomes

r/= 0.87r _e -°s3' (19)

We reevaluate a'(rm) and find that the approximate coeffcient is

about 4.90 instead of 3.12 from a parabolic fit to the amplification

rate curve, as shown in Fig. 7a. With this refined value, the vortex

lifespan for weak turbulence is

r/= 0.98r I e -°.s3, (20)

Figure 7b shows that the new expression gives a larger life-

span for given 17 than the original one, but the difference between

Eq. (19) and (20) is rather small. For example, the dimensionless

lifespan from Eq. (20) at r/= 0.1 is. only about 5% larger than that

of the lifespan from Eq. (19).
The vortex iifespan expression for the cases of bo = 16 and

8 m with a fixed r_=2 m is obtained following the method

of CB _5 to compare with our LES results. It is estimated that.

for the case of bo= 16 m, _,, =0.77/bo, aO:+,)=O.82(F/2.'rb_),

tan 0 0c,,) = I. 10, and la"(_',,,)l = 4.3 (I"/2rr), whereas for the case of

b0 =8 m. Jc,,, = 0.91/bo, a 0:,,) =0.80(F/2ztb_), tan 00c,,) = 1.10,

and la"(,c,.)l = 2.54(1"/2rr). Thus, with ¢r = !.5, the vortex lifespan
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Fig. 8 Dimensionless vortex lifespansfrom numerical simulations, lab-
oratory experiments, and flight tests.

for weak turbulence when bo = 16 m is approximated by

17= 0.97_Ie -°'s2_ (21)

and when bo = 8 m is approximated by

t/= 0.95r _e -°s°' (22)

For strong turbulence, Eq. (17) is used. and the vortex lifespan is

independent of the ratio of r,. and bo.

As shown in Fig. 8, the difference of two curves is very small. In
addition, the difference in lifespan between Eqs. (21) and (22) and

the modified function ofCB, 15 that is, Eq. (20), is also very small.

For example, the dimensionless lifespan of the case of bo = 8 m at

r/= 0.1 is only about 2% larger than that of the case of bo = 16 m,

and only about 4% smaller than that of the modified CB function.

Note that rdbo of the case of b0 = 8 m is about 2.5 times larger than

that used by CB. This implies that the CB vortex lifespan expression

is insensitive to the core radius for a fixed vortex separation.

To determine the lifespan in our simulations, we apply a simple

equation formulated by Crow and Murman 3° and CB, ts that is,

B(t) = b,,_(t) - b,,,i,(t) (23)
bra_(t) + b,ni,(t)

where b,,_(t) and b_i.(t) are the maximum and minimum vortex

separation distance, respectively, and are estimated in the present

study by considering only the y displacement. The normalized am-

plitude B(t) is zero in the absence of perturbation and becomes

unity when the vortices link. Based on the top views of the vortices,

the lifespan in the present study is determined as the time when

B(t) =0.85.

Dimensionless vortex lifespans from a total of eight simulations

for cases of both b0 = 16 and 8 m (see Table i) are shown in Fig. 8

with those from Sarpkaya and Daly's 7 water tank experiments and

Tombach's 5 flight tests. Sarpkaya and Daly's 7 data are the ones for

vortex linking or core bursting among the entire data. and not more

than 10% of the linking or bursting data set are due to bursting

(personal communication with Sarpkaya. 1997). Figure 8 reveals

clearly that stronger ambient turbulence enhances the demise of the

vortices. The lifespan from our LES is about 40% larger on average
than the theoretical value ofCB. _s Despite large difference in Re be-

tween the LES and the water tank experiment, the LES results agree

surprisingly well with Sarpkaya and Daly's data 7 of which lower

bound appears to be the theoretical curve of CB. ts Although not

shown in Fig. 8, Liu's s data also indicate that the theoretical curve

underpredicts the lifespans, especially when the lifespans only due
to vortex linking are considered. DNS results of Spalart and Wrayt°

also show that the CB _+curve underestimates the average lifespans

of the simulations (about 20%). This agreement between numeri-

cal simulations and laboratory experiments is encouraging because



wind shear and stratification are absent in these studies, and thus,

only ambient turbulence effects are taken into account. The average
lifespan in Tombach's 5 data (Fig. 8) appears to agree roughly with
the CB .5 curve, whereas some other flight tests, for example, see
CB's Fig. 8. display larger lifespans compared whh the theoretical
CB curve, which is consistent with our results. Because atmospheric
observations of the lifespans are influenced by various sources such
as nonhomogeneous atmospheric turbulence, wind shear, and strat-
ification, however, it is difficult to differentiate only the ambient
turbulence effect on the vortex lifespan from the others.

On the other hand, the CB _scurve for weak turbulence is basically

obtained using the turbulence strength of the scales of eddies compa-
rable to the MAW that is assumed to reside in the inertial subrange,
as mentioned before. Because in the case of b0 = 16 m those exci-

tatory eddies are not within the inertial subrange due to the limited
domain size and their strength is much weaker than the turbulence
strength if these eddies are within the inertial subrange (Fig. 2). one
may anticipate that the lifespan would become larger. Hov,ever. the
lifespans for the case ofbo = 8 m. in which the scales of eddies com-
parable to the MAW are within the inertial subrange, appear to be
nearly the same as those for the case of b0 = 16 m [see Fig, 8; LES
results (solid and open circles) for _ =00316 and 0.3506 appear
to be almost completely overlapped], implying that the turbulence
length scale effects on the vortex lifespan is not important. This is
consistent with the results from water tank expenments _ s in ,._hich

the lifespan of the vortices in a turbulent environment are also con-
trolled primarily by the dimensionless turbulence intensity _

Recently. Sarpkaya 31 has revised the CB 's model to alto_ for
the variation of the wave length and the integral length scale that
are not considered in the original CB analysis. The resultm_o vortex
lifespans in strong and weak turbulence are given by

rlr] = ] for r < 2 5 (2J,)

17 = l'_e -070' for 'r > 2.5 (25)

In Eq. (24), the interaction of strong turbulence v, ith the _ort_ces
has been also taken into account. As shown in Fig. 8, our LES data

a_ee very closely with Sarpkaya's 3_ modified model rather than
CB's) s

The normalized amplitude B(t) in Eq. (23) is plotted with time to
see the growth of the amplitude during the instability development
in quantitative form. A plot of B(t) in semiloganthmic coordinates
will display the exponential growth of the instability as a straight
line. Figure 9 shows the growth of the amplitude for the cases of
bo = 16 and 8 m. It reveals that the growth is significantly reduced
in the middle range of dimensionless time from the fast growth at
earlier times. The simulation with larger integral length scale of
turbulence, that is, the case of bo= g m, shows faster growth of

amplitude in the middle range of dimensionless time than the case
with smaller integral length scale, that is, the case of bo = 16 m, but
in later stages the two curves tend to converge, producing nearly the
same lifespan. A plot of B(t) from an atmospheric observation by
CB displays exponential growth from 30 to about 90 s (see Fig. 3
in Ref. 15), but they did not plot B(t) at earlier times, that is, from
0 to about 30 s, when the growth of amplitude may be much faster

than that after 30 s (Fig. 9).
To estimate the magnitude of scatter in the vortex lifespan due to

the statistical" fluctuations of turbulence, the vortices were injected
at different times with about one eddy turnover time interval but
still in a statistically steady-state turbulence field. Because the ex-
ternal forcing requires a significant computational effort and has
been shown to have a negligible effect on the vortex evolution, it
is deactivated after the vortices are injected. The results combined
with the lifespans from our LES of Fig. 8 are shown in Fig. 10. The
maximum deviations of the simulation results are about 7, 14, and

20% of their averages for r/= 0.0316, 0.1753, and 0.3506, respec-
tively. This increasing scatter with increasing rt is consistent with
Spalart and Wray's m DNS result in which the standard deviation of
the simulation results increased to about 20% of the mean for small

t/and to about 40% of the mean for large r/showing much larger

scatter in lifespans c0mpare d w!th our L.ES results. There appears

Fig. 9
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Fig. l0 Dimensionlessvortex lifespansfrom numerical simulations;
morelifespansfor the caseof b0= 8 m are obtainedby injectingthe
vorticesat varyingtime in a statisticallysteady.stateturbulencewith
external forcing deactivated.

increasing Reynolds number. For example, the scatter of lifespans
in laboratory experiments 7's appears to be somewhat larger than
that in our simulations (Figs. 8 and 10), although Reynolds num-
bers in laboratory experiments are much lower than what is possible
in the atmosphere, in addition, the Reynolds number in Spalart and
Wray's DNS study t° (about 1.7 x 103-9 x 103) is an order of mag-
nitude less than that in the Water tank experiments of Sarpkaya and
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in the DNS results is much larger than that in water tank experi-
ments. However, a formal conclusion for this trend in the scatter of

lifespans can be reached only by varying the Reynolds number over
several DNSs. On the other hand, the larger scatter of lifespans in
flight tests (Fig. 8, about a factor of 3 for fixed rl) may result from
other factors such as stratification, wind shear, and inhomogeneous

atmospheric turbulence.

IV. Conclusions

The effects of ambient atmospheric turbulence on aircraft wake
vortices have been studied using a validated LES model. Our results
reveal that the MAW of the Crow instability 3 and the lifetime of
wake vortices are significantly influenced by ambient atmospheric
turbulence. The following conclusions can be drawn from the results
of numerical simulations.

I) The Crow instability 3 develops clearly at most atmospheric
turbulence levels, but, in strong turbulence, the vortex pair deforms

more irregularly due to turbulence advection.
2) The MAW of the instability decreases with increasing dimen-

sionless ambient turbulence level, which are consistent with labo-
ratory experiments 8and atmospheric observatio ns.4

3) Turbulence with smaller integral length scale (b0 = 16 m), in
which the theoretical MAW (8.2bo) is not within the inertial sub-

range, leads to smaller MAW that is less than the theoretical value.
On the other hand, turbulence with a larger integral length scale
(bo = 8 m), in which the theoretical MAW (6.9b0) is within the in-
ertial subrange, leads to larger MAW.

4) Consistent with results of laboratory experiments, 7'8 vortex
lifespan is primarily controlled by dimensionless turbulence inten-
sity I/and decreases with increasing 17,whereas the integral scale of
turbulence is of minor importance to vortex lifespan.

5) The lifespan is estimated to be about 40% larger than that
in the theoretical prediction by CB. _5However, this larger lifespan
agrees very well with the data from laboratory experiments and
Sarpkaya's 31modification to CB's theory. _5

6) The maximum deviation in lifespan from the average value
due to ambient turbulence alone is about 7% of the mean for small

r/and about 20% of the mean for large rl, showing much less scatter
in lifespan compared with flight tests 5 and DNS. t° There appears
to be a possibility that the scatter in vortex lifespans decreases with
increasing Reynolds number, although a formal conclusion can be
reached only by varying Reynolds number over several DNSs. On
the other hand, larger scatter of lifespans in flight tests may result
from other factors, such as stratification, wind shear, and inhomo-

geneous ambient turbulence.
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Numerical simulations are performed to isolate the effect of ambient turbulence on the wake vortex decay rate

within a neutrally stratified atmosphere. Simulations are conducted for a range of turbulence intensities by in-

jecting wake vortex pairs into an approximately homogeneous and Isotropic turbulence field. Consistent with field

observations, the decay rate of the vortex circulation increases clearly with increasing levels of ambient turbulence.

Based on the results from the numerical simulations, simple decay models fur the vortex pair are proposed as func-

tioas of nondimensional ambient turbulence intensity, nondimenslorml radial distance, and nondimensional time.

For strong atmospheric turbulence, the model predictions are in reasonable agreement with the observational data.
For weak turbulence with stable stratification, the model, based on turbulence dissipation alone, underestimates

circulation decay with consistent overestimation of vortex descent, unless stratification effects are included.
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Nomenclature V,,

= aircraft wingspan V0

= initial vortex separation distance, rr B/4 W

= coefficient for filter width in the subgrid x, y, z

model, 0.16

= model coefficients for vortex decay, 0.13 and ot

0.08, respectively /_
= rate of velocity deformation 1"

= model coefficients for vortex descent, 0.84 and I"0

0.7 I. respectively F_o

= one-dimensional spectra A

= nondimensional vortex descent distance, h/bo
= vortex descent distance from initial vortex Ax, Ay, Az

elevation

= isotropy parameters [(uZ)/(w2)] t/2 (,
and [ (v") / (w") ] /2, respectively

= subgrid eddy viscosity q

= domain sizes in x, y, and z directions, respectively
= integral length scale of turbulence in z direction O(z)

r
= Brunt-V_is_ila frequency _/2
= turbulent velocity scale, (u 2 + v 2 + w 2) A

= nondimensional radial distance from vortex center v

= circulation Reynolds number, F/v v,
= rotational Richardson number P

= Richardson number due to stratification, N_-/D 2 _2

= radial distance from vortex center

= initial core radius defined as radial distance

of peak tangential velocity

= nondimensional time, t Vo/bo
= time

= large-eddy turnover time, L33/(w2) u2

= velocities in x, y, and z directions, respectively

= fluctuation of velocity normal to the surface

= tangential velocity
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= airspeed of generating aircraft

= initial vortex induction speed, F_/(2rrbo)

= aircraft weight

= axial, lateral, and vertical space coordinate

relative to initial vortex system

= coefficient for Ris, 3.0

= coefficient for Rie, 1.5
= vortex circulation

= initial circulation

= initial circulation at • >> rr, 4W/(n Bp V,)

= filter width in the subgrid model,

(2Ax 2Ay 2Az) I/3

= grid sizes in x. y. and z directions, respectively

= turbulent kinetic energy dissipation rate

= axial vorticity

= fluctuation of axial vorticity

= nondimensional ambient turbulence intensity.
(_bo)_/31Vo

= ambient potential temperature profile
= wave number

= integral length scale of turbulence

= kinematic viscosity

= effective turbulent eddy viscosity

= air density

= three-dimensional vorticity

I. Introduction

OR the purpose of increasing airport capacity, a system is being
developed under NASA's Terminal Area Productivity Program

that will control aircraft spacing within the narrow approach cor-

ridors of airports. The system, called the Aircraft Vortex Spacing

System, 1'2 will determine safe operating spacing between arriving

and departing aircraft as based on the observed or predicted weather

conditions. This system will provide a safe reduction in separation of

aircraft compared to the now-existing flight rules, which are based

on aircraft weight categories. To develop this system, research is

being focused on understanding how aircraft wake vortices interact

with the atmosphere. Previous studies indicate that transport and de-

cay of wake vortices are strongly affected by ambient atmospheric

parameters such as wind shear, stratification, and turbulence, as well

as by proximity of aircraft to the ground) In this study we focus on

the effects of three-dimensionai ambient atmospheric turbulence on

vortex decay and descent using a validated large-eddy simulation

(LES) model.
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The mechanisms and causes for the decay of the wake vortices
have been somewhat controversial. 4 Some researchers believe that

vortices generally do not decay until three-dimensional instabil-

ities such as Crow instability s lead to their sudden destruction. 6

However, this view is held in spite of the overwhelming observa-

tional evidence that vortices do decay at different rates depending

on the ambient meteorological conditions, 3 and atmospheric turbu-

lence plays a key rolefl s Recent analyses of field observation databy

Sarpkaya 9 clearly show that vortex circulation decays much faster

in the presence of strong turbulence than in weak turbulence. Using
a second-order turbulence closure model, Bilanin et al. m show that

the rate of decay of a vortex pmr increases with increasing dissi-

pation rate of background turbulence, From three-dimensional LES
of wake vortices in a realistic atmospheric boundary, layer, Corjon

and Darracq _ reveal that the vortices decay with time in a turbulent

environment. Our analyses of LES data 3 L.,._3 also reveal that three-

dimensional atmospheric turbulence enhances vortex decay. On the

other hand, the descent speed of a vortex pair due to mutual induc-

tion decreases with decreasing circulation as long as the separation

distance of a vortex pair remains constant. From the data obtained

in their water tank experiments. Sarpkaya and Daly _4 find that the

descent speed of vortices decreases with increasing dissipation rate

of the ambient turbulence. This, in turn, implies that stronger tur-

bulence yields larger reduction in c_rcutation, Stable stratification

[ao(z)/a:. > 0, where (9(:) is the ambient potential temperature

profile] can also hasten vortex decay through baroclinic generation

of countersign vorticity along the vortex oval's periphery 3 _s. _6 Be-

cause most of field obser_'ation data are subjected to the influence of

both turbulence and stratification, It is di flicult to distinguish each of

their effects on circulation decay' and vortex descent. In the present

study, we consider only a neutrally' stratified atmosphere, that is,

#®(z)/0z = O. to isolate the effects of atmospheric turbulence on

vortex decay. Our other ongoing im esugations of wake vortex decay

in nonneutral environments will be reported in a future paper.
The acceleration of vortex decay' by ambient turbulence has been

an important factor in several w,ake-`.ortex prediction models. 7s

Donaldson and Bilanin ? proposed a formula describing the relation

between atmospheric turbulence and decay of _ortex circulation:

dF _qF-- = -OR_-- (It
dt bo

Greene s incorporated Eq. (1) into his analytic model to account

lbr the contribution of atmospheric turbulence e[`Tects on wake vor-

tex motion and decay. Equation I I) implies that vortex circulation

decays exponenually and depends only on ambient turbulence, rep-

resented by q. which is related to the turbulence kinetic energy

(TKE =q2/21. The TKE (or q) is primarily determined by the

large energy-containing eddies. According to Eq {1), large-scale

eddies are involved in the decay' of vortex circulation. Although

large energy-containing eddies can lead to a large deformation and

transport of vortices as ,.,.ell as to the development of the large-scale

Crow instability. 3 Lv-_9 it is the small-scale (order of bo and less_

turbulent eddies that are directly associated with the decay' of vor-

tex circulation. These small scales of turbulent eddies are likely to

be more homogeneous and isotropic and most often lie within the

Kolmogorov inertial subrange that is characterized only by' turbu-

lent kinetic energy dissipation rate (_1 (Ref. 20). Therefore, E rather

than q is a more appropriate turbulence parameter for controlling

the vortex decay'.
In fact. E has been commonly' used in the literature _4-t_. iq'2t.22 as

an appropriate parameter to represent the effects of ambient turbu-

lence on the lifespan of `.`.ake `.ortices. The strength of turbulence

is often represented by the nondimensional turbulence intensity ,7
defined as

,? = {_bo) i / Vo (21

_`.here

l;a = F./'2:rb_ (3_

Note that ,7 is the ratio of the characteristic turbulent `.elocity' scale

at the scale of the vortex separation distance (Ebo; _ _ to the initial

descent speed of the vortex pmr by mutual induction. I._).

Our studies are focused on the far-field, postrollup stage of the

vortex pair, in which each vortex possesses a well-developed struc-
ture. For later discussion, we define nondimensional parameters for

ume t, descent distance of the vortices, h, and radial distance r as

T = Vot/bo. tt = h/bo, R = r/bo (41

In Sec. II, we describe the LES model and the modifications re-

quired for the initial conditions. In Sec. Ill, we present the results

from systematic numerical experiments in terms of nondimensional
turbulence intensity and also propose new vortex models for vortex

decay and descent, based on the LES results. In Sec. IV, we apply the

proposed models to available observation data. Finally, in Sec. V.
we summarize our results and draw some conclusions.

II. Model and Initial Conditions

The model formulation and initial conditions must be chosen with

great care when applied to the numerical simulation of wake vor-

tices. Atmospheric `.`.ake vortices are three-dimensional, have very.'

high Reynolds numbers, and are embedded within turbulent flowfl

Hence. laminar simulations, especially at low Reynolds numbers.

are inappropriate for studies of wake vortex decay. The numeri-

cal approximations assumed for wake vortex simulations should be

stable, nondiffusive, and accurate, yet computationally efficient.

A. Model

The numencal model used in the present study is a three-dimen-

sional, nonlinear, compressible LES model, called the terminal area

simulation system z) (TASS), which has been adopted for simulation

of interaction of wake vortices with the atmosphere. :'_-'6 The TASS

model contains 12 prognostic equations: 3 for momentum, 1 each

for pressure deviation and potential temperature, 6 coupled equa-
uons for continuity of water substance (_ater vapor, cloud droplet.

cloud ice crystals, rain. snow. and haill, and 1 for a massless tracer.

In the present study, we use only' four equations for momentum

and pressure deviation because we assume statically neutral, dr?.'

atmosphere.

The TASS model uses the time-splitting integration procedure

(small time step for acoustically' active terms and large time step
for advection and diffusion-":) that results in a substantial savings

in computing time. Local time deri`.'atives (both small and large

ume steps) are approximated by the second-order Adams-Bash forth

method. Space dcrivati`.'es are approximated by central differences

in quadratic-conservati`.e form. `.`.hich are lourth-order for advec-

ti',e derivatives and second-order for remaining derivatives. Details
of the numerical formulation can be found by Proctor. e>-'4 The nu-

merical schemes used in TASS produce accurate and stable results

and ha','e been shov,'n to have almost no numerical dissipation, zs In

Ref. 3 for a two-dimensional laminar simulation result v,'ith a `.er`.'

small constant viscosity (Re -= F/v _ t06), it ',,,'asshown that the tan'-

gential velocity does not change with time from the initial profile.

indicating that TASS is essentially free of numerical dissipation.

Turbulence is strongly affected by the rotation of the swirling vof

rex flow. According to Rayleigh's well-known stability criterion, :9

perturbations are suppressed in an axisymmetric vortex if the cir-

culation is increasing with radial distance, but perturbations ',`.ould

become unstable if the circulation is decreasing with radial distance.

Because the circulation increases rapidly with radial distance in the

`.ortex core region, any preexisting turbulence is suppressed there.

and the vortex core (defined as the radius of maximum tangential

`.elocity) expands very' little with umefl _ In the present numerical

model, an expression ['or the subgnd eddy viscosity that accounts

for the flow rotation effects is used to avoid unrealisuc core growth

as described subsequently.

For subgrid turbulence. TASS currently' uses a conventional

Smagonnsky model _° ,aith modifications for strau fication effects as

K = (c, AI-'ID[{I - teRis) _ !51

Note that Rix is included here. although it has no contribution be-

cause strautication _s not considered in the present study.

-_ simple modnication of the subgnd eddy' vlscosny for the ef-

t'ects of flow rotation has been developed in Ref. 31 l'ollo`.`.inL, the

suggesnon by Rubinstem and Zhou)-" In th_s t'ormulauon, rotatmn

J
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acts to suppress subgnd turbulence, in a way that is analogous to

me effects from stratification, and is given as

K = (c,A)'-IDr(l - aRts - fl RiR) °5 (6)

Here rotational Richardson number RiR is defined as

RiR = f2"/D 2 + I_I/IDI (7)

Equations (6) and (7) indicate that the eddy viscosity K can be effec-

tively reduced v,ithin the core of vortices due to large/f2]/rDr. Be-

cause the preceding formula cannot discriminate between shear flow

and flow with coherent rotation, a discriminator function _s applied

that turns the formula off (defaulting to the original Smagonnsky
model) in the absence of coherent rotation. Details of this formula

may also be found in Ref. 31. The coefficient for/_ is chosen empir-

ically, with a value of 1.5. This value for _ was chosen large enough

to suppress mixing across the vortex core and is assumed to be uni-

versal for all situations. This formulation, with 8 = 1.5, was also

applied to a three-dimensional LES simulation of homogeneous

turbulence with no detectable corruption of the energy spectrum.

One of the beneficial consequences of the formulation _s to pre-

_ent the vortex core from growing with time, as verified from field

measurements? In experiments with the unmodified Smagorinsky

model [Eq. (5)], the vortex core was found to unrealistically expand
with time. 33

Periodic boundary conditions are imposed at all domain bound-

aries. The domain size used in our simulations is (L,. L,. L:) =

(2.5bo, 5b0, 5b0) = (80Ax, 160Ay, 160Az), where b0 = 32 m, the

grid size Ax = Ay = Az = I m, x, y, and - correspond to the ax-

ial, lateral, and vertical directions of the vortex system, and the

corresponding velocity components are u, u, and w, respectively.

The smaller domain size in the axial direction, 2.5b0, v.h_ch can

save much computing time, suppresses the development of Crow

instability of which the theoretical maximum wavelength is about

8.6b0 (Ref. 5), and thus, statistically homogeneous decay behavior

is anticipated along the axial direction. The domain size of 5b0 in

the lateral and vertical directions is sufficiently large to minimize

boundary influences. Comparison with a test case assuming a larger

domain width showed little difference, indicating that 5b0 width was

sufficiently large for this experiment. Because of our limited com-

puting resources and to allow the core to be resolved, the initial core

size (re = 4 m) is somewhat larger than the typical value observed

behind aircraft (less than about 5% of the wingspan"4). Obviously,

with the importation of a fully periodic condition, any effect from
the ground is omitted from these simulations; thus, the results are

applicable to the free atmosphere only.

B. Initial Conditions

Because we want to study the effect of ambient turbulence on

the vortex decay and descent within the free atmosphere, it is of

crucial importance to obtain an initially homogeneous and isotropic

turbulence field. Toward this purpose, the initial turbulence field

is allowed to develop under an artificial external forcing at low
wave numbers. _ Because the TASS code uses a finite difference

numerical scheme, the forcing is achieved by performing first a

three-dimensional fast Fourier transform (FFT) at every large time

step and then adding a constant amplitude to all of the modes with

integer wave numbers whose magnitude is less than 3.0, and per-

forming finally an inverse FFT back to the physical space. The wave
number in the axial direction is normalized so that the axial wave-

length has the same magnitude as that of the corresponding waves

in lateral or vertical direction. Because of viscous dissipation, the

simulation can reach a statistically steady state in the sense that the

mean turbulence kinetic energy oscillates in time around a constant
value.

Figure 1 shows the vertical velocity field and its one-dimen-

sional longitudinal and transverse spectrum with -] slope of

Kolmogorov's spectrum when the turbulent flowfield reaches a

statistically steady state. The calculated integral length scale

is L33 ,_11.4 m and the large-eddy turnover time, defined as
le = L33/(to_') I/2, is estimated to be about 51.6 s. Here subscript 3

denotes the vertical direction and () represents the domain aver-
age value. The isotropy parameter/, defined as It = [(u")/(w2)] i12
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Fig. I Steady-state turbulence before vortex injection: a) vertical ve.

Iocity field and b) its one-dimensional energy spectrum.

or/2 = [{1_2)/{t02)] 1/2, fluctuates only a few percent around its ex-

pected value of one for isotropic turbulence. Therefore, our simu-

lated turbulence is close to statistical isotropy. The TKE dissipation

rate _ is estimated by fitting Kolmogorov's theoretical spectrum in

the inertial subrange to the simulated spectra in Fig. 1.

The initial vortex system is representative of the postrollup, wake-
vortex velocity field. A vortex model recently developed by Proctor 3

is adopted in our experiments. This model is empirical because it is

based on field observations of several wake vortices measured early

in their evolution. Its tangential velocity V is represented as

= exp[- (8)

Note thatthe velocityfieldin Eq. (8) depends on the wingspan B

instead of the core radius r,-, which is not easy to accurately measure

in field studies. Equation (8) is applicable only at r > r_. For r < r,
the model is matched with the Lamb model, 3s that is,

V(r) = (r_/2_rr)l.4{ ! - exp[-- lO(rdB)°7']}

x {I --exp[-l.2527 (r/rc)2]} (9)

The values assumed for initial vortex separation and circulation

are derived from aircraft weight W, wingspan B, air density p,

and airspeed V,, according to the conventional assumption of an

elliptically loaded wing, that is,

bo = rrB/4, rx = 4W/_rBpV,
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Fig. 2 Initial circulation, tangential velocit.v, and vorticity for each
vortex normalized by their maximum values.

Normalized circulation, tangential velocity, and _orticity from the

preceding model are shown in Fig. 2 as functions of the normalized

radial distance R = r/bo, assuming r,/bo =0.125.

A two-dimensional counter-rotating vortex pair following

Eqs. (8) and (9) is initialized uniformly along the axial direction
at the time when the ambient turbulence reaches a steady state af-

ter integration. To keep the vortices m the middle of the domain,

the grid is allowed to translate downward at the speed of 0.9Vo.
Different values of nondimensional ambient turbulence strength

are obtained by varying the initial circulation F, rather than by

varying the initial turbulence held. that is. by varying E, to save

computing time. Simulations are conducted with dimensional quan-

tities, although the results are presented m nondimensional forms

to make them more generally applicable and independent of indi-

vidual dimensional variables. Assuming that F.,. = 400 m z s- I and

b0 = 40 m, which are appropriate for large .jet aircraft such as the

DC- 10, the range of values of r/in the lower atmosphere is estimated
to be 0.01--0.5, with the maximum value occumng during early af-

ternoon convective conditions and the minimum _,alue during very

stable conditions after midnight. 3 Simulations are conducted for six

values of r/, which are within the given range. These cases are di-

vided into three turbulence strength groups: I1 = 0.0302 and 0.0702

for weak turbulence, 0 = 0.1006 and 0.1509 for moderate turbu-

lence, and r/=0.3018 and 0.5031 for strong turbulence. Generally,

weak may represent the strength of typical boundary-layer turbu-

lence during stable nighttime conditions and strong may represent

typical strength dunng sunny daytime convective conditions. The

simulated turbulence strengths represent a wide range of typicat at-

mospheric conditions and aircraft sizes (note that r_also depends on

aircraft wingspan and the far-field circulation of its vortices). To iso-
late the effect o f atmospberic turbulence on vortex decay from that of

thermal stratification, all simulations assume neutral stratification.

IlL Numerical Results

Simulation results for six values of r/ are presented. External

forcing for maintaining ambient turbulence strength is deactivated

to save computing time when the initial vortices are injected, but

the difference in the results for maintaining or deactivating the forc-

ing has been found to be negligible (not shown). This confirms the

arguments by Corjon et al. 36 that the timescale of the ambient tur-

bulence compared to that of the vortex is sufficiently large to obtain
the main characteristics of the effects of ambient turbulence on the

wake vortices.

During simulations, the vortices descend smoothly without any

development of large-scale instabilities. As mentioned earlier, the

Crow instability cannot occur in these simulations due to the small

domain size in the axial direction.

The circulation at any radial distance r can be easily detemuned

from the area integral of the axial vorticity ,7 over a region defined

by the radial distance, that is,

r,=ffcda (10)

Table 1 Standard deviation of the circulation

O'r t% ) relative to iLs mean value at the end
of simulation time

T err at 3r, o'r-at 4r, err at 5r,.

00302 7 28 2.0 2,1
00702 6 38 41 43

0.1006 6 35 45 46
0.15_ 6 66 90 9.9
0.3018 3 I01 96 8.5
05031 3 31.4 282 23.1

Obtained at a fixed radial distance are a total of 160 circulation

values for a pair of vortices in 80 y-: planes from which we have

calculated averages and standard deviations. As shown in Table I,
the circulation fluctuations due to ambient turbulence increase with

increasing turbulence level. The standard deviations appear to be
small for most of turbulence levels (less than 10%) at least at the end

of the simulation time, except for the strongest turbulence strength of

0 = 0.5031 for which the values are more than 20%. In the following.

we consider only the average of circulations to deduce an appropriate

model for vortex decay and descent.

A. Circulation Decay

Figure 3 shows the decay of circulation with time for varying
radial distances, as well as varying ambient turbulence levels. As

shown in Fig. 3, the decay rate of circulation increases clearly with

increasing ambient turbulence level and appears to decrease with in-

creasing radial distance, v, hich is consistent with field observations)

To investigate the vortex decay behavior in more detail for varying
radial distances, the circulation evolution with a best-fitted function

for each radial distance is plotted in Fig. 4 for relatively weak tur-

bulence (r/= 0.0702), in Fig. 5 for relamely moderate turbulence

(q =0.1509), and in Fig. 6 for strong turbulence (7=0.5031). As

evidenced in Figs. 4-6, the decay of the circulation appears to fol-

low a Gaussian function e -`rz for weak and moderate turbulence

(model G), whereas for strong turbulence, it appears to follow an

exponential function e -t'r at smaller radial distances (model E) but

a Gaussian function at larger radial distances, where a and b are

functions of r/and radial distance. Although only partly shown in

Figs. 4-6, the circulation at radial distances larger than 0.6b0 appears
to follow the Gaussian decay for all levels of turbulence. An expo-

nential decay formula [Eq. (1)1 ,*as first proposed by Donaldson

and Bilanin, 7 v,ith q rather than E as the turbulence parameter con-

trolling the vortex decay. The Gaussian decay implies slower decay

than the exponential decay during earl', e_olution of the vortices.

Based on our described LES results, two types of models (models

E and G) are proposed for vortex decay and their formulations are

given in the Appendix.

From the Appendix, Eqs. (A 13) and (A 17) can be rewritten in the
nondimensional forms for model E as

d_-7 iud"na hzli_g e t]= -c_ _t- (11)

and for model G as

=-2c: r

where c_ and cz are empirical constants. Further integrations of

Eqs. (1 I) and (12) with respect to nondimensional time (assuming

ambient turbulence is only the process affecting vortex decay) yields
for model E

r = ro exp[-(_, ./R")T] (t3)

and yields for model G

r = roexp[-(c.,q:/R:)r:] (14)

(It is assumed that rt does not change v, ith time.)





HA", 15£ \t+ (++47

r = 3+0 r¢ (0.375 bo)

r = 4.0 r¢ (0300 b(_)

r = 5.0 t¢ (0.625 b o)

r = 6.0 r= (0.750 be)

o
o

1;I
1i

0"9 t
0.8

-f0.7

0.6

0.5

0.4
0 1

a) 77 = 0.0302

2 3 4 5 6
T

o r = 3.0 rc (0.375 bo)

• r = 4,0 r= (0.500 bo)

• r = 5.0 r= (0.625 bo)

• r = 6.0 rc (0.750 bo)

0.7

0.6

0.5

O. 1

b) rl = 0.0702

2 3 4 5 +u
T

1.1

1

0.9

_o.8

0.7

_wmll!

o r = 3.0 re (0.375 bo)

0.6 • r = 4.0 r¢ (0.500 bo)

,_ r = 5.0 rc (0.625 bo)
0.5

• r = 6.0 r¢ (0.750 bo)

0,% 1 2 3

o o

1,1

c) r/= 0.1006

Fig. 3

1

0.9

,2 08

0.7

o

0.6 •

0.5

0.4_

II
o .

o

r = 30 rc (0.375 bo)

r = 4.0 rc (0+500 bo)

r = 50 r= (0.625 bo)

r = 6.0 r¢ (0.750 bo)

o +
i

o

x

o +

o

1 2 3 4 5 6

d) O=0.1509

t.1

O. ¢

o 0E

I

071

0£

0..'

0'_

= ilil o r=3.0rc(O.375bo)

t

°l + * ===_I x r=5.0r c(0.625bo)
+ + * r = 4.0 r:(0.500 bo)

o. •
o * * • r=6.0rc(O,750bo)

o •

o o

1 2 3 4 5 6
T

e) r/= 0.3018

I

"1o °
o

1.1

_ill

0.! ;+ I,
o • ii

o + •
o0.1] N •

o ÷
0.7 o * • "

K
o •

0.6 o * •

o o

0.5 o

• r = 3.0 rc (0.375 bo)

• r = 4.0 rc (0.500 bo)

. r= 5.0 rc (0.625 bo)

• r= 6.0 r=(0.750b o)

0.4
4 5 6 1 2 3 4 5

T T

t') r/= 0.5031

Decay of circulation with time for sarying radial distances and ambient turbulence strengths.

In a transition range from moderate to strong ambient turbulence

levels, which is about _ = 0.25-0.30 in the present study, the decay

behavior of the vortices appears to be more complicated due to the

dependency of the model types on radial distances. For example, in

this range of 77. the vortex decay follows model E in a smaller range

of radial distances, whereas it follows model G in a larger range of

radial distances: The range of radial distances for the applicability

of model E increases with increasing ambient turbulence level but

may not be a linear function of r/. For a practical purpose, never-

theless, we propose a simple model in the transition range that is

a composite of models E and G weighted linearly with varying 17

(0.25 < _ < 0.30) as

r = [(r/- 0_)/A0]FE + [(O2- n)/An]rc (15)

where _ and _2 are lower and upper limits of the transition range,

At/= 172 - rh, and FE and FG are the circulations given by Eqs, (13)

and (14). respectively.

Previous investigators have quantified the strength of a vortex
in terms of a parameter called average circulation that is defined
3524.37

f':I:',, _, = F dr ( 16)
"- r2 l

where rt andr, are the radialdistances of the averaging interval. This
parameter is desirabl_ because it relates to the rolling moment of an
encountering aircraft and provides a more stable measurement than
the local circulation.24'37Inparticular, the average circulation within
15mfrom the vortexcenter has been considered tobe closely related
to the hazard.3s3g In the present study, we consider the average
circulation from R = 0.4 to 0.6 because the circulation decay in this
range of radial distances is not very sensitive to grid resolution.
The average circulation in the following represents the circulation
averaged overthe range of R = 0.4-0.6 according to Eq. (16) unless
stated otherwise.
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As can be seen from Fig. 7, the average circulations from the

model predictions, that is, Eqs. (13) and (14), agree much better
with the LES data than the local circulations, showing a Gaussian

decay for weak and moderate turbulence but an exponential decay

for strong turbulence. The model coefficients represented in Fig. 8
are obtained from the average circulation and do not appear to fluc-

tuate significantly with varying r/ in spite of the highly irregular

nature of turbulence. To obtain a representative model coefficient,

more experiments have been performed for different r/values and for
different initial turbulence fields. The values of coefficients (Fig. 8)

fluctuate with varying rl within the ranges of cl = 0.06-0.09 and

cz = 0.08-0.20, respectively. The mean values of the coefficients,

which can be considered as more representative, are ct =0.08 for

model E and c2 = 0.13 for model G, respectively.

Using the given mean values of the coefficients, our model pre-
dictions at R = 0.5 for various ambient turbulence levels are plotted

in Fig. 9. Crow instability is a well-known phenomenon in which

the vortex pair undergoes a symmetric and sinusoidal instability that

grows exponentially and finally results in a linking (merging) into
a series of crude vortex rings. The vortex lifespans shown in Fig. 9,

defined as the time at which linking of a vortex pair occurs as a

result of the Crow instability, are obtained from a model recently

developed by Sarpkaya, 9 where the linking time is given as only a

function of 0. This model is a revised one from the original Crow

and Bate's 21 model and has been shown to agree well with data from

xsater tank experiments _4 and LES predictions. 19 Figure 9 indicates

that, until a linking of the vortices occurs, the circulation is reduced

by only about 2% of its initial value for weak ambient turbulence

(77 = 0.03), whereas it may be reduced by as much as 20cA for strong

ambient turbulence (0 = 0.50).

B. Vortex Descent

The descent of an ideal vortex pair, where vorticity is concentrated

in two parallel lines, will follow the relation of tt = T in an inviscid
fluid. In the numerical simulation, however, descent rate of a pair of

the vortices can deviate from H/T = 1 due to the influence of image

vortices implicit on the assumption of periodic boundary conditions
and the use of a vortex model different from ideal line vortices. From

a two-dimensional laminar simulation with the same domain size as

the cross plane size of the preceding three-dimensional simulation

and with a very small constant viscosity (Re _ 107), the descent rate

intrinsic in the present domain size and vortex model appears to be

tt/T =0.98, slightly less than ideal one.

To develop a model for vortex descent due to ambient turbulence,
we first assume that the vortex descent rate is proportional to the

circulation, that is,

dh F

dt 2_bo

or in the nondimensional form

dH F

dT F_

(17)

(18)

For weak and moderate turbulence, the circulation is expected to

decay as a Gaussian function, as discussed in the preceding section.

Thus, substituting Eq. (14) into Eq. (18). we obtain

• _ _ exp[-(dlr/T) 2]
(19)

where dl is an empirical coefficient. After integration, we finally

obtain

H = (0.87/dl r/) erf(dl oT) (20)

where erf is an error function and the proportionality constant 0.87

is an optimal value determined from our LES results. The preced-

ing model for vortex descent has been applied to our LES results
for weak and moderate turbulence. As shown in Figs. 10a-10d,
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Fig. 7 Evolution of the circulation averaged from R = 0.4 to 0.6 and corresponding model prediction with the coefficient adjusted for a best fit.

the model predictions agree well with the LES data. although
the best-fitted coefficient d, appears to fluctuate with varying 0
(Fig. 1I).

For strong turbulence, however, an optimal value for d_ could not
be found. This may be because, for strong turbulence, the circulation
decays exponentially over radial distances less than about O6bo,
implying that circulations at smaller radial distances than R = 0.6
may also play significant role on the descent rate. Nevertheless. the
modified form of Eq (20)

ft = (d._/0.28_7) erf(O.2811T) (21)

_here d., is an empirical coefficient less than 0.87, can be matched
with our LES results, as shown in Figs. lOe and lOf.

In the transmon range from moderate to strong ambient turbu-
lence levels, a simple model tbr 0.25 < r/< 0.30, similar to that tbr
vortex decay, can be proposed:

H = [(r/- _h)/Ao]H_ + [(0., - O)/i_TlHc (22)

_here He and HG are the nondimensional vortex descent distance
given by Eqs. (21) and (20), respectively.

The model coefficients dl and d__have been estimated the various
LES cases covering a wide range of r/ values and are shown in
Fig. 11. The variations around their mean values of dr =0.84 and
d_,=0.71 are less than 20%.

Using the given mean values of the coefficients, the model pre-
dictions for the vortex descent for various ambient turbulence lev-

els are plotted in Fig. 12 with the vortex [ifespans obtained from
Sarpkaya's 9 model. Figure 12 shows clearly that the descent rate
of the vortices decreases with increasing ambient turbulence due to

the increasing rate of decay of circulation with increasing ambient
turbulence. On the other hand. for weak turbulence, the descent dis-

tance appears to closely follow the line H = 0.98T before the vortex
linking occurs.
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IV. Comparison of Observation Data

and Model Predictions

In this section predictions of wake vortex decay and descent from

the models proposed in the preceding sections arc compared to ob-

servation from the Memphis Field Program. _ As part of the NASA

sponsored field program, Massachusetts Institute of Technology

Lincoln Laboratory operated 10.6 #m CO, continuous wave laser

Doppler radar [light detection and ranging (LIDAR)] and measured

the line-of-sight velocities of the vortices in a plane perpendicu-

lar to the flight path of approaching or departing a:rcraft. Circula-

tion values were estimated from the measured line-of-sight velocity
field. _

In this study, six cases (Table 2) are chosen based on atmospheric

stability conditions and number of data points. Some of the cases

have been also analyzed by Sarpkaya 9 for a different purpose. The

proposed models only address the effect of ambient turbulence on

vortex decay and do not include the effect of thermal stratification.

The initial conditions for the proposed models used the represen-
tative vortex separation and far-field circulation in Table 2, as well

as the TKE dissipation rate _ measured at 40 m (Table 3). As seen

from Table 3, the q values calculated b) the definition [Eq (2)] are

within the range of those used in our earlier LES.

Shown in Fig. 13 are the measured average circulations over the

range of R =0.4-0.6 with those from model predictions based on

Eqs. (13) and (14) using the mean coet'ficienls. The initial average

circulation r 0 is determined from the present vortex model [Eq (8)]

v,'ith the theoretical circulation at r >> r, (F.,=) given in Table 2. The
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Table 2 Initial parameters for _ake vortices for the flights analyzed

Flight .Aircraft bo, F_, Aircraft Atmospheric stability
number I',pe m m2 s-t altitude, m (obser,,ing lime)

M-1252 B-757 298 323 160.2 Stable (mndnighl)
•",1-1273 DC-I0 396 416 149.9 Stable(midnight)
M-1569 DC-9 224 241 127.5 Neutral (evening)
M- 1573 DC-9 22.4 245 103.8 Neutral fe_ening)
M-158t B-757 298 297 166.1 Unstable(noon)
M- 1584 DC-9 22.4 231 125.7 Unstable I noon)

Table 3 Turbulence energy
dissipation rate =

Flight e.
number m 2 s-3 rt

M-1252 0.212 x 10 -s 0.023

M-1273 0.150 x 10 -6 0.012

M-1569 0.584 x 10 -_ 0.138

M-1573 0255 x 10 -3 0103

M-1581 0.302 x 10 -2 0283

M-1584 0.366 x 10 -2 0265

"Measured at ele;'ation of 40 m and correspond-

ing nondimensmnal turbulence intensi D

data for times less than T = I have been discarded from the data

set for all of the cases analyzed because the observed circulations

at these times are subject to large trigonometry errors, for example,
see Ref. 40.

As seen in Fig. 13. predictions by the proposed models appear to

underestimate considerably the observations except for the stronger

turbulence cases of M- 1581 and M- 1584 in which the model predic-

tions appear to be in reasonable agreement with observations. The

underestimation also appears to be larger with decreasing r/. Sig-

nificant differences in the rate of decay for the weaker turbulence

cases between model predictions and observations may be caused
by the following possibilities: I) For the stable cases of M-1252

and M-1273, the interaction between the vortices and stable stratifi-

cation, which is not included in the present numerical simulations,
may enhance vortex decay as discussed in the Introduction. 2) There

may be additional turbulence not taken into account in our simula-

tions, such as self-generated internal turbulence that may originate

with the vortices during the initial rollup process and may be con-

fined only within the vortex oval. (The internal turbulence may be

more effective on vortex decay for weaker ambient turbulence.) 3)

There is uncertainty in measurement data especially for initial cir-

culation Fx. (Note that the rl value and the rate of vortex decay

in the observations are quite sensitive to the initial circulation.) 4)

There is a discrepancy in the computation of the circulation between

the numerical simulations and observations. (The circulation in the

simulations is obtained directly by integrating the axial vorticity
field, whereas the measured circulation is estimated from LIDAR

line-of-sight velocities.)

For possibility 1. the effect of the stable stratification on vortex

decay can be easily incorperated into Eqs. ( 11 ) or (12). According to
Greene, 8 the rate of circulation decay due to the stable stratification

is given by

d___,t,-,.n.=ti.... AN2h- bo (23)

where A is the wake oval area equal to [rr(l.73) × (2.09)bo]/4.

Because the ambient turbulence strength is generally weak in the

stable atmosphere due to the suppression of ambient turbulence

by stable stratification, for example see Table 2, Eq. (23) will be
combined with model G [Eq. (12)] rather than model E [Eq. (1 I)1 for

a total vortex decay. Therefore, the total rate of circulation decay due
to both ambient turbulence and stable stratification can be written

in a nondimensional form as
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b°AN2 H (24)= -2c_, i-"-

On the other hand. the rate of vortex descent is given by

dH F
(25)

dT Fo

Vortex decay and descent in Eqs. (24) and (25) have been computed

through a numerical integration using a forward scheme in time,

based on a vertically averaged N from the observed ambient poten-

tial temperature profile IN" is defined as (g/®)(_®/_z), _here g is

the gravitational acceleration]. As shown in Figs. 13a and 13b. when
the stratification effect is added in the model, the underestimation

in vortex decay is significantly reduced, indicating that strat)fica-

tion has an important influence on vortex decay for a weak ambient

turbulence with stable stratification.

Shown in Fig. 14 are the measured vortex descents with model

predictions based on Eqs. (20) and (21 ) again using the mean coef-
ficients. In the calculation, the starting altitude of the vortices has

been inferred from the LIDAR measurement as by Robins et al. 4_ be-

cause the vortices appears to be located above the expected position,

that is. the generatifig aircraft height in Table 2. Consistent with the

large underestimation for the circulation decay, the model predic-
tions in the weaker turbulence cases of M-1252 and M-1273 with

stable stratification significantly overestimate the observed vortex

descent, especially at later time periods. However. this overestima-

tion in vortex descent is significantly reduced when the stratification
effect is added in the model, consistent with reduction of the un-

derestimation in circulation decay. The model predictions for the

stronger turbulence cases of M-1581 and M-1584 appear to be in

reasonable agreement with observations, which is also consistent

with the agreement for the circulation decay.





654 tIAN ET AL,

5

4

3

2

1

0

-1

-2

_ i3;

x xx °°°c_'°°°

= xx x .'iboard
Prediction (turb, only)

- - - Prediction (lurb.+stratification)

1 2 3 4 5 6

a) M-1252

5

4

2
-r-

1

0

Port

-1 Starboard

-2 Prediction

1 2 3 4 5 6
T

d) M-1573

4

,I-

1

0 _ o Port

• Starboard
-1

-- Prediction (ruth. only)

-2 - -- Prediction (turb.+stratification)

-3
1 2 3 4 5 6 7

T

b) M-1273

o Port

Starboard

-- Prediction

-2

-3
1 2 3 4 5 6

T

e) M-1581

6

5

4

3

2

1

-1

-2

_ L3;

Xo o o

xY o u Port

,_ K Starboard
x -- Prediction

1 2 3 4 5 6

c) M-1569

T

Fig. 14

6r
5_

! o Port
4- x Starboard

-- Prediction
3;

0 i ,_,x=,_

T

f) M-1584

Same as Fig. 13 but for the vortex descent.

V. Conclusions

This study represents a first step at understanding how wake vor-

tices behave in the atmosphere by isolating the effects of ambient

turbulence on vortex decay. LES simulations are conducted by first

inducing a field of ambient turbulence that is nearly isotropic and

spatially homogeneous. A vortex pair, representing aircraft trailing

vortices, is introduced once the turbulence field reaches a statisti-

cally steady state. In these simulations, the Crow linking and its

subsequent effect on vortex decay are suppressed by the selection

of axial domain size.

Our results show that, consistent with field observations, the decay

rate of the vortex circulation increases clearly with increasing levels

of ambient turbulence and decreases with increasing radial distance.

Based on the LES results, simple decay models for the vortex pair

are proposed as functions of nondimensional ambient turbulence

intensity O, nondimensional radial distance R, and nondimensional

time T. Showing good agreement with the LES data. we propose a

Gaussian type of vortex decay model lbr weak and moderate turbu-

lence, x_hereas an exponential type of vortex decay model is more

appropriate for strong turbulence. The LES si mulations and the fitted

models show that the turbulence dissipation rate characterizes the

level of ambient turbulence responsible for vortex decay. A model

for the vortex descent based on the given vortex decay model is also

proposed with functions of r/and T and can be represented by an

error function.

The proposed models for the vortex decay and descent are ap-

plied to available field data obtained from the Memphis airport. For

a strong atmospheric turbulence, the model predictions appear to

be in reasonable agreement with the observation data. For a xseak

atmospheric turbulence with stable stratification, the models largely

underestimate the observed circulation decay with consistent over-

estimation of the observed vortex descent. However, this underes-

timation in vortex decay is significantly reduced with consistent

reduction of the overestimation tn vortex descent when the strati-

fication effect is added in the models, indicating that stratification

has an important influence on vortices for weak ambient levels of
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turbulence under stably stratified conditions. Tile lack of agreement

m the rate of decay for the weaker turbulence cases het_een model

predictions and observanons may also be caused by some other fac-

tors that are not taken into account in the comparison, such as the

effect of internal turbulence on vortex decay, uncertainty in mea-

surement data. and discrepancy in computation of the tzffculatlon
bet',_ een numerical simulations and observations.

Appendix: Derivation of Decay Models

For high-Reynolds-number flov_s under the condmon of neutral

stratification, the equation that governs the rate o1 change rot mean

axial vorticity ( due to turbulent motion can be g_en b_

d_ _--
- .'j¢' I.-\l)

dt 6xj

Integration of Eq. (A 1) over the region defined b_ the radial d_stance
r yields

_t dA=- --u¢'d_oxjJ IA2)

The area integral on the right-hand side of Eq I.-\2_ _ an he trans-

formed into a line integral taken around the pcnnw_er el _he area

using the Stoke's theorem, that is.

where u'_ is the fluctuation of velocity normal :o "'.: ...::_ce The

line integral leads to

dF

= -2=r(u',¢i _\4b

where () denotes an average around the perimeter ,,, .:'_ :=_" radxal

distance r. From the down-gradient transport approx_:n._:_,m.

(._,¢----_)_-_', a<?---2 t-L_)
cqr

where t,, is an effective eddy viscosity. The radial gradient of mean

axial vorticity may be approximated by

(A6)
_r r

so that

F

r-"_

a<,;) r
IA8)

ar r3

Note that O(_)/ar is assumed to be proportional to the difference

of mean axial vorticity at the vortex center and that al the radial

distance r. We are basically considering a vortex flow in which

deviation from the axisymmetry due to ambient turbulence is small

enough for the approximations of Eqs. (A5-A8) to be valid. Then

Eq. (A4) can be expressed as

dr ,.,r
(Ag)

d/ r -_

The preceding derivations are almost the same as Donaldson and

Bilanin's 7 (DB) except that the dependency of the circulation decay

on the radial distance r is considered in the present study, whereas

bo is used instead ofr in DB's stud)' because DB consider the decay

rate of the circulation over an oval _ ithin which a pair of vortices
resides.

From an equilibrium second-order closure theory. DB obtain the
relation

v_ = 0.26Aq (A I0)

where A is a measure of the integral length scale of turbulence.

,Assuming that

A "" bo/8 (A 1 I )

DB then obtain Eq ( 1 ). However. their approximation of Eq. (A I I )

is not physically correct because b0 has no relation with background

atmospheric turbulence whose length scale varies significantly over

day and night. As discussed in the Introduction, we use e, rather than

q and A. as the ambient turbulence parameter relevant to circulation

decay.

For strong turbulence but at smaller radial distances where

stronger the radial gradient of mean axial vorticity may exist, the pa-

rameterization of Eq. (A5) would be acceptable. The effective eddy

viscosity in this case can be expressed in terms of effective turbu-

lence velocity and length scales, that is,

1
v, _ (,_bo) _ bo (AI2)

Note that (_bo) _ 3 is a characteristic turbulence velocity scale at the

scale of the vortex separation distance b0. Substituting Eq. (A 12)
into Eq. (A9), we obtain

dF (Eb0) _ bo
1" (AI3)

dt r 2

Thus, the decay rate of the circulation depends on both the turbulence

energy dissipation rate e and radial distance r, unlike DB's model

[Eq (1)].

For weak and moderate turbulence or at larger radial distances

for strong turbulence where the radial gradient of mean axial vor-

ticity may be weak. the parameterization of Eq. (A5) would not be

appropriate. It is anticipated that the radial turbulent vonicity flux
,',¢' in this case will be mostly influenced by turbulent diffusion of

_orticity from the core region rather than by local diffusion as in

Eq. (A5). This implies that u'nU would be time dependent. We then

hypothesize that the rate of change of (u',,¢') in this case depends on

turbulence velocity and mean axial vorticity gradient from vortex

center to given r. that is,

8{U'nU)at - f (Eb°)_' _ (AI4)

From dimensional arguments.

a(u'Z"-7) (ebo)_ r

at r 3 (AI5)

Integration of Eq. (AI5) with respect to time leads to

(u'nU) _ [(,bo)]tF/r 3] (AI6)

where the initial value of (u', U) is assumed to be zero. Substituting

Eq. (A 16) into Eq. (A4), we obtain

dF (ebo)_t F (AI7)
d/ r2
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Abstract
B

A sensitivity study for the "m-eround effect" on bo

aircraft wake vortices has been conducted using a g
validated large eddy simulation model. The numerical Zi

results are compared with observed data and show good M

agreement for vortex decay and lateral vortex transport, t
The vortex decay rate is strongly influenced by the T °

ground, but appears somewhat insensitive to ambient Va
turbulence. In addition, the results sh_m. that the ground Vo

can affect the trajectory and descent.rate of a wake- z

vortex pair at elevations up to about 3 b, (where bo is the zo
initial vortex separation). However, the ground does not F

influence the average circulation of the vortices until the Fo

cores descend to within about 0.6 bo, after which time the p
ground greatly enhances their rate of demise. Vortex

rebound occurs in the simulations, but is more subtle than v

shown in previous numerical studies. 13

Also described in this paper is the model
formulation for surface stress, which is based on Monin-
Obukhov similarity theory.
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Nomenclature

aircraft wing span

initial vortex separation - rcB/4
acceleration due to gravity

initial height above ground of wake vortex

mass of generating aircraft
time coordinate

nondimensional time - t Vo/ bo

airspeed of generating aircraft

initial vortex descent velocity - Fo/(2 _ bo)
vertical coordinate

ground roughness coefficient
vortex circulation

initial circulation - M g/(bo p Va)

air density
turbulence (eddy) dissipation rate

kinematic viscosity
nondimensional eddy dissipation - (e bo) 1/3I/oj

I. Introduction

The behavior of aircraft wake vortices is being

investigated by NASA in order to develop a predictor

system that will safely reduce aircraft spacing and
increase airport capacity, t'2 This system, the Aircraft

VOrtex Spacing System (AVOSS), includes prediction
algorithms 3 for wake vortex transport and decay. In order

to protect the AVOSS approach/departure corridor, these
algorithms must function in real time and at altitudes

where the ground can affect vortex behavior. In order to
develop this system, the influence of both the weather and

the ground surface needs to be understood and quantified.
Investigations with a Large Eddy Simulation (LES)

numerical model are in progress and are intended to
support the development of the predictor system. 4
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Someunderstandingofwakevortexbehaviornearthe
ground has been achievedin past research
efforts,5.6.7.8.9.10.11.12butmuchmoreinformationisneeded
in orderto developpredictionalgorithmsthatcanbe
appliedsuccessfullyneartheground.Previousresearch
hasshownthat,whenneartheground,thetransportof
wakevorticesis affectedbybothviscousandinviscid
processesJ3Asavortexpairdescendstowardtheground,
inviscidprocessescausethevorticestolosetheirvertical
motionanddivergelaterally.14 Thiseffectcanbe
modeledmathematicallybyplacementofimagevortices
beneaththegroundplanesoastosatisfyimpermeableand
free-slipconditionsattheground.However,thiseffect
alonecannotexplainthevortexreboundingthatisoften
observedneartheground.A secondinfluenceiscaused
bytheviscousretardationoftheflownexttotheground.
As thevortexcirculationcomesin contactwith the
ground,frictioncreatesashearlayerof oppositesign
vorticity,whichis thensweptupwardandaroundthe
infringingvortex.Thisshearlayerwrapsintosecondary
vortices,whichthenactontheprimaryvortexcausingit
toriseorreboundupwards.5 Anothereffectfromthe
frictionalretardationoftheflownexttothegroundisto
weakenthecouplingwiththesub-surfaceimages,which
inturn,reducestherateatwhichthevorticesspread,as
otherwisepredictedby inviscidtheory. Further
complicationsfor thepredictionof thewakevortex
trajectoryareduetothepresenceofambientcrosswind
nearthegroundwhichcaninfluencesthepositionand
intensityofthesecondaryvorticesJ°'It

Vortexdecaynearthegroundis knownto be
enhancedbyproximitytotheground,butdetailsarenot
wellunderstoodJ5Littleisknownabouttheinfluenceof
environmentalturbulenceonwakevortexbehaviornear
theground.Foraircraftwakevorticesawayfromthe
ground,ambientatmosphericturbulencehasbeen
recognizedtobeakeyfactorfortheenhancementofthe
vortexdecayJ6AT'lS'lg"2°'2tAt lowaltitudes,however,the
interactionofthevorticeswiththegroundmaybeamore
importantfactorforvortexdecay.

Basedonthepreviouswakevortexresearchefforts,
Corjonet a122and Robins et al 3 have modified Greene's

model 23 (which is applicable to the free atmosphere) for

ground effects. Robins et al define a wake vortex to be

"in-ground-effect" (IGE) when viscous effects with the
ground are significant. This should occur when the vortex
core descends to within z < b,. They also define wake

vortices to be "out-of-ground effect" (OGE) -- when the
vortices are far from the influence of the ground; and

"near-ground effect" (NGE) - when the vortices are close
enough to have some influence from the ground, but far

enough not to generate secondary vorticity. The region
defined by NGE is above where ground-viscous effects

are significant, but where inviscid process due to the

ground can act to reduce the vortex sink rate (bo< z <3 bo).
The influence of the ground at these various altitudes must

be carefully studied in order to insure the development of

valid predictive algorithms.

In the present study, a three-dimensional numerical
LES is conducted for a landing L-1011 which was

observed at 20:09 UTC on 26 September 1997 at Dallas-
Fort Worth (DFW) airport. 24 This specific case was
chosen at the recommendation of Northwest Research

Associates, z_ who are analyzing the NASA deployment

data and are developing an AVOSS wake-vortex

prediction model. Also presented are additional
sensitivity experiments conducted for a wide range of
ambient turbulence intensities and for a range of wake

generation heights. Simulation results, including

comparisons with Lidar measurements, are presented in
section 3. The numerical model and initial conditions are

briefly described in section 2, and the conclusions of this
study are summarized in section 4.

II. The Model and Initial Conditions

The numerical model used in the present study is a

three-dimensional, compressible, nonhydrostatic LES
model called the Terminal Area Simulation System _6

(TASS), which has been adapted for simulation of wake
vortex interaction with the atmosphere. 27 Grid-scale

turbulence is explicitly computed while the effects of
subgrid-scale turbulence is explicitly modeled by a
conventional l_t-order closure model with modifications

for stratification and flow rotation. All simulations are

conducted assuming rotational Reynolds numbers (Fo/v)
of ~ ! 07. The numerical formulation of the TASS model is

computationally efficient and essentially free of numerical
diffusion. 28

One feature of TASS, which enhances its ability to

correctly simulate wake vortex behavior near the ground,
is its formulation for the ground boundary condition. The
formulation is based on Monin-Obukhov similarity theory,

with the subgrid stress at the ground determined locally
from the wind speed, surface roughness, and the local
thermal stratification. Details of the formulation are

described in the appendix.

In recent studies with the TASS model Han et a/21'29

have examined wake vortex decay and the development of
Crow instability within a Kolmogorov spectrum of

homogeneous atmospheric turbulence. In these studies,

periodic boundary conditions are imposed at all domain
boundaries in order to avoid the effects of the ground. In

the present study, we include the ground surface, with

periodic boundary conditions only at the horizontal
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boundaries. As before, preexisting resolved-scale ambient

turbulence is generated prior to injecting a wake vortex
pair.

Table 1. Initial vortex parameters.
Parameter Value

Vortex spacing (bo) 37 m
Generating height (Zi) 14 m (0.38 bo)
Vortex circulation (Fo) 390 m" s_
Vortex core radius 3 m (b,,/12.3)

The initial vortex system represents a post roll-up,
wake-vortex velocity field as described in Proctor 4, and

consists of a pair of counter-rotating vortices that have no
initial variation in the axial direction. The initial vortex

parameters (Table 1) are from the observed aircraft

parameters for the L-1011. Note that the initial vortex
elevation is less than half of initial vortex separation and
is well within IGE.

Table 2. Model domain parameters.
Parameter Value

Crossplane width 370 m
Crossplane height 81 m

Axial length 81 m
Crossplane grid resolution 1.5 m

Axial grid resolution 2.0 m

Ground roughness (z_) 0.1 m

(10 bo)
(2.2 b,)

(2.2 bo)

(bo / 24.7)

The model domain parameters are given in Table 2.

The relatively small domain size in the axial direction is
assumed in order to save computing time and simplify

analysis of the results. This truncated size will suppress
the development of Crow instability, which has a
theoretical maximum wavelength of about 8.6 bo. 30 Thus,

statistically homogeneous wake vortex decay behavior is

anticipated along the axial direction. The domain width
of 10 bo in the crossflow direction is sufficiently large to

minimize boundary influences. The domain size in the
vertical direction (2.2 bo) is large enough to investigate
IGE, but bounds the largest resolvable turbulence eddy

size, so that the effects of large turbulent eddies (such as
thermals) on vortex transport are not taken into account.

Table 3. Ambient turbulence energy dissipation rate and

corresponding dimensionless turbulence intensity for the
sensitivity cases (baseline case in bold).

i

(m 2 sJ) r I
3.317 x 10 .8 0.0014

3.317 x 105 0.0638
1.654 x 10J 0.2349
6.671 x 10 .3 0.3739

The ambient temperature and velocity profiles for
the selected case study are given in Figure !. The

atmosphere for this case has near-neutral stratification,
with the static stability being very slightly unstable near

the ground. The crossflow velocity is somewhat weak
over the vertical depth of the simulation, with an average

value of about I m/s.
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profile of a) ambient potential

temperature and b) crosswind for DFW, 26 September
1997, 20:09 UTC.

Prior to injecting the initial wake-vortex field, the
initial turbulence field is allowed to develop under an

artificial external forcing of horizontal velocity at low
wavenumbers. The forcing is applied along each

horizontal plane using a two-dimensional Fast Fourier
Transform (see references [21, 29] for other details). At

the same time, the horizontal domain average temperature

and velocity fields are forced to maintain their initial
vertical profiles by subtracting the difference every time

step. This approach allows a well-developed turbulent
flow field which possess Kolmogorov's inertial subranges,
and maintains the ambient temperature and wind profile.

Once the turbulence is well developed, the vortex system
is injected into the simulation and the external forcing is

discontinued. The above aEproach differs from the one
used in a companion paper, 31 in which the resolved-scale
ambient turbulence is grown by boundary layer forcing

rather than by an artificial forcing function as in this

paper.

In order to evaluate the sensitivity to environmental

turbulence, ambient turbulence fields are generated for
four levels of turbulence. Their associated values of

turbulence energy (eddy) dissipation rate, E, are estimated
from the well-known technique of fitting the inertial

subrange of the simulated spectra. Their values and
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corresponding nondimensional turbulence strengths, rl,

are given in Table 3. For the initial vortex parameters of

this case, the range of values for 1"1 span typical values

found in the lower atmosphere which range from about

0.01 in the nighttime to about 0.3 in the daytime. 4 The

ambient turbulence field with a value of, c =1.654 x 10 .3

m _ s J (rl =0.2349), is close to the value observed at 40 m

elevation near the time of the L-1011 event. Thus, this

numerical simulation can be directly compared with the

Lidar wake-vortex measurements. [This case will be

referred to as the baseline case.] Three-dimensional wake

vortex simulations are carried out with each of the four

turbulence fields identified in Table 3, with all other

conditions identical. In addition to these experiments, a

two-dimensional simulation is conducted with no ambient

turbulence. In this experiment, the wake vortex can only

decay from two-dimensional turbulence induced by the

interaction of the vortex with the ground and atmosphere.

600 (a) Port ,

500

_400

300

200

1oo

• Lidar Obs.
2D Run: No Turb.

....... 3D Run: r1=0.0014
.... 3D Run: "q=0,0638

• • m 3D Run: _=0.2349
• -- - -- 3D Run: _=0.3739

0
0 20 40 60

Time (sec)

600 (b) Starboard

80 lO0

50o

A

_" 400
E

•.= 300

200

lOO

-- 2D Run: No Turb.
....... 3D Run: _q=0.0014
..... 3D Run: 11=0.0638
-- 3D Run: _=0.2349
- - - 3D Run: q=0.3739

0 20 40 60 80 100
Time (sec)

Figure 2. Time evol,aion of 5-15 m averaged circulation

for: a) port vortex and b) starboard vortex.
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HI. Numerical Results

Results from the five experiments with the

conditions listed in Tables 1-3 are compared in Figures

2-4. The profiles for both starboard and port vortices are

shown since the light crosswind (Fig.l) causes slight

differences in their behavior. Lidar observations for the

port vortices are shown for comparison (observations for

the starboard vortex were unavailable). The four 3-D

cases with various levels of ambient turbulence only show

minor differences, and are in agreement with the Lidar

data for lateral position and circulation decay. Note that

the port vortex essentially stalls near the flight path and

may be hazardous to other aircraft trailing close behind.

Specifically, Fig 2 shows a comparison of the

average circulation (averaged over a radius between 5 and

15 m from the vortex center). A slight dip in average

circulation occurs at early simulation times due to the

vortex height being less than 15 m (the calculation of

4
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circulation from the TASS data is clipped at the ground).

The initially large values of average circulation from the
Lidar observation are known overestimates that frequently

occur during the first several seconds of measurements. 3:

Note from Fig. 2 that the circulation decay is quite

significant, even for the very-weak ambient turbulence

case (rl=0.0014). However, for the 2-D case with no
ambient turbulence, very little decay occurs. Therefore,

it appears that some small perturbations are necessary in
order to promote vortex decay within IGE, even though
the rate of decay is very weakly related to the ambient
level of turbulence.

50 (a) Port

• Lidar Obs.
| -- 2D Run: NoTurb.

40[-, ..... 3D Run: rl--0.0014
-,- 3D Run: r1=0.0638
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oo G
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oJ • 9e""
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Figure 4.
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Same as Fig. 2, but for vertical position.

100

The lateral positions of the vortices are shown in
Fig. 3. The Port (upstream) vortex initially travels

upstream then slowly drifts downstream. However, its
position remains within 30 m of the flight path during

most of its lifetime. All of the simulations, including the
2-D no-turbulence run, produce similar lateral profiles,
which are in good agreement with the measured data.

Note that the differences in lateral vortex positions for the
numerical results are less than the size of scatter in the

measured data.

The vertical position history of the vortices, in

comparison with the observation, is shown in Figure 4.

As expected, results from the two-dimensional simulation
show pronounced oscillations in vortex altitude with time,

indicating that significant secondary vortices are orbiting
around the primary vortices. These oscillations are more

significant for the starboard vortex than for the port
vortex, since the secondary vortices around starboard
vortex have the same sign vorticity to that induced by the

ambient crosswind close to the ground. For the numerical
simulations with strong turbulence (e.g., the cases with

r1=0.2349, and r1=0.3739), however, the vertical
oscillations in vortex positions are much less significant

due to dissipation of the secondary vortices by the
ambient turbulence. It appears that the vertical movement

of the vortices is only weakly sensitive to the level of
resolvable-scale turbulence. For example, the maximum
difference between simulations for vortex height is only

about I0 m, as is true for the maximum difference in

lateral vortex position. On the other hand, while the
observed vortex appears to descend slowly with time,

those in the numerical simulations descend initially and

then continuously rise almost to the end of simulation
time. This discrepancy between observations and
numerical results could be caused by the following

possibilities: (I) the vortices are embedded in a
large-scale downdraft (sinking air surrounding the
thermals), note that the case was observed during the early

afternoon; (2) the initial profile did not capture the
crosswind shear that was local to the actual wake vortex

(the gradient in vertical shear can effect the vortex sink
rate4); (3) the roll-up process is more complex when in

ground effect; (4) consequences due to loss-of-lift from

the landing aircraft (touchdown occurs near the observing
site) or (5) the Lidar observed height is incorrect. The
sinking of the wake vortex with a lack of rebound was

unexpected, and for this reason, this case was selected for
examination. Several other cases observed near this time,

showed a vertical trajectory similar to that of the
simulations; i.e., rising motion with the vortex
approaching a maximum height between Vz bo to bo;:4

although according to Delisi, 33 several of the vortices
from the DFW IGE cases (one-third to one half) did not

appear to rise and remained close to the ground.
However, we are unable to determine from our numerical

experiments why the observed vortex remained very close

to the ground for this event.

Figure 5 shows the time evolution of the axial

vorticity field for the baseline case. Note that the
magnitude of axial vorticity decreases with time, and by
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t = 77 s, the starboard vortex has become almost

indistinguishable from the background turbulence.

Opposite sign vorticity is generated immediately after
initiation by the surface stress at the ground, but the
vorticity centers of the secondary vortices are difficult to

distinguish from the background turbulence. Figures 6
and 7 show the evolution of the radial profiles for

circulation and vorticity for the port vortex. Note that as
the vortex decays with time, most of the vorticity remains
confined to within a 5 m radius, and that the circulation
maintains a more or less uniform radial profile as it

decreases with time. However, at larger radii the profile

of circulation rapidly diminishes with radius due to
contact with the ground. We suspect that turbulence is
intensified within this region by Rayleigh instability, 34and

becomes quite efficient in transfen'ing vorticity away from
the vortex core.

Sensitivity to Height of Vortex Generation
Three additional experiments are conducted with the

height of vortex initiation, Z,, equal to 2.5 bo, bo, and t&
b,, (or equivalently 92.5 m, 37 m, and 18.5 m,

respectively). The initial and domain parameters are,
otherwise, the same as the previous cases (Tables 1 and
2), except that the crossplane domain width is 9.1 bo and

the crossplane domain height is 3.9 bo. In order to isolate
and easily detect any influences due to the ground, a
neutral stratification, a zero mean ambient crosswind, and

a somewhat weak ambient turbulence field (1"1=0.091) are

assumed. For comparison and ascertaining the influence

of the ground, an additional simulation is conducted
which assumes periodic bottom and top boundaries -- and

hence, excludes any ground effect.

A comparison of the results (Figs. 7-10) show that

the ground can influence the descent rates of vortices at
altitudes up to 2.5 bo; but the 5-10 m averaged circulation
is not affected until after the vortex first descends (or
initiated) below -0.6 bo. The results indicate that

enhanced decay from ground-effect begins 5-10 seconds
after the vortices descend to their minimum height. After

which time, the enhanced rate of decay continues, even as
the vortices ascend.

For NGE, these results suggest that the descent rate
of vortices may be reduced by the influence of the sub-
surface vortex images, rather than by a reduction in the

average circulation from the ground effect. Vortex decay
at these altitudes is primarily influenced by stratification
and ambient turbulence.

turbulence has only a secondary influence. However, the

ambient turbulence may play a role in reducing the

amplitude of the vortex rebound. The amplitude of vortex
rebound appears less than in other numerical experiments
(cf. Schiling 9, Zheng and Ash nn, and Corjon and

Poinsotn3).
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Figure 5. Time evolution of the axial-component of
vorticity within a crossplane for the baseline simulation

(17=0.2349). The contour interval for vorticit)" is 1 s"t.

For IGE, the decay of average circulation is greatly
enhanced following the descent of the vortices to their

minimum altitude. Beyond this time, the decay process is

dominated by the ground interaction, and ambient

Sensitivity to Surface Roughness
In the last set of experiments, sensitivity due to

surface roughness is examined. The surface roughness

length, z,, is related to the characteristic roughness of the
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ground) 5 and its use in the TASS surface stress

formulation is given in the appendix. The sensitivity of

this parameter is evaluated by re-running the baseline case

with Zodecreased by an order of magnitude.
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Figure 6. Radial distribution of circulation for the port
vortex of the baseline case at T*=O, I, and 3 (t = O, 22,
and 66 s). The ground is at radius of 14, 19, and 25m for

the three respective times.
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Figure 7. Same as Fig. 6, but for azimuthal-averaged
vorticiry.

The comparisons in Fig. 11 show that the results are

weakly affected by an order-magnitude reduction in zo.
However, the results do indicate that a smoother ground

weakens the rate of decay and dampens the amplitude of
the rebound. A smaller surface roughness could not

explain the relatively low vortex trajectory, as observed by
Lidar for this case.

IV. Summary and Conclusions

A study of wake vortices initialized "in-ground
effect," has been performed using a validated LES model.
The study is performed with the following limiting

assumptions: 1) Crow linking is suppressed due to the
truncated axial length of the domain; 2) a simple, post

roll-up vortex system is assumed for the initial conditions;
3) the wake vortices are of infinite length; 4) the ambient

turbulence is horizontally homogeneous, with the largest
scales restricted to the size of the model domain; and 5)

the ground is flat with a uniform roughness. The
numerical model used in this study differs from that in

many previous investigations, in that: 1) time-dependent

computations are carried out in three-dimensional space,
2) the computations are LES and at high Reynolds

number, 3) realistic surface-stress and subgrid turbulence-
closure formulations are assumed, 4) the numerical model

has a compressible, non-Boussinesq formulation and a

meteorological framework, 5) the model has been
validated for real cases, and 6) the numerical formulation

is stable, efficient, accurate, and essentially free of
numerical diffusion.

Simulations with the three-dimensional LES and

with environmental turbulence show strong decay of the

vortex average circulation, which agrees very well with
the observations, while a two-dimensional simulation

without resolvable-scale ambient turbulence largely
underestimates the observed rate of decay. For the 3-D

cases, the circulation decay appears only weakly sensitive
to ambient turbulence levels. The implication for IGE

vortex predictions is that crude approximations of ambient
turbulence level may be adequate for prediction of

circulation decay.

Our LES results also indicate that the lateral and

vertical transport of wake vortices is weakly influenced by
ambient turbulence, and even a two-dimensional

simulation may give good prediction of vortex transport
behavior. This conclusion is premised on the absence of

large eddy sizes, which can add uncertainty to the vortex
trajectory prediction. The IGE numerical results do show

good agreement with the measured data, except for the
vortex altitude, which remained very, close to the ground
in the observed case. Some uncertainties in vortex

position data near the ground might be caused by either
measurement error or effects from the unresolved features

of the large-scale atmospheric flow. The primary
conclusions of this study are:
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Figure 8. Time evolution of a) 5-15 m averaged

circulation, and b) vortex altitude, for simulation with

vortex initiated at Zi=2.5 bo. The dashed line represents

simulation without ground effect.
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Figure 9. Same as Fig. 8, but for simulation with wake

initiated at Zi= bo.

°

,

An increase in the surface roughness (and a

corresponding increase in surface stress) acts to

increase the rate of decay and increase the rebound

height of the vortex.

Free slip conditions at the ground are inappropriate

for models developed for IGE. Viscous stresses

reduce the velocity near the surface and act to

decouple the primary vortices from their sub-ground

images. Ignoring this effect will result in unrealistic

divergence of the vortex pairs.
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Appendix

Formulation for Surface Stress

The following formulation for surface stress was

developed during an earlier NASA program and was

originally applied to numerical studies of low-level wind

shear. This formulation has been used in our wake vortex

studies and is applicable to phenomenon having turbulent

flow with strong local variations. [Other options for

ground boundary conditions are available in TASS, 36 but

are not used in our wake vortex simulations.]

lOO

lOO

(a) Port (11=02349)
50,

l t Lidar Obs.

40 _ zo = 0.1
... Zo= 0.01

E 30

20

''''' ._.,,

o 20 40 60 80 1O0
Time (sec)

Figure 11. Sensitivity to surface roughness parameter.

Time evolution of a) 5-15 m averaged circulation, b)

lateral position and c) vortex altitude for baseline

simulation (zo=O.hn) and simulation with zo=O.Olm.
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The surface stress formulation is used with a nonslip

boundary condtion for velocity and a constant flux

boundary condition for temperature and vapor. The

subgrid stress at the ground (z=0) is computed locally

according to:

"Max[z_,'t"-_(h,)], U(ha) >00}z_c = Min[z'_, z--_(ht)], U(ha) <

where,
I

r_ - z-':'(h L) + ha z, (h 2 ) - r_ (h,),
h2 - ha

and where, r,6 is the subgrid stress at the ground for the

U-component of horizontal velocity, U(ht) and U(h2) are

the U-components at the first and second grid level above
the ground, and ht and hz are the heights of the respective

grid level.

In the above formulation, the local turbulence

stresses at levels hi and h2 are averaged horizontally over

nine grid points. They are diagnosed as:

p U(h) 9(h) k
zu(h) = 2

where k is von Karmen's constant (=0.4), IV]is the speed

of the velocity vector, and _ is a nondimensional stability

parameter. The Monin-Obukhov (MO) length, L, is
determined from the local Richardson number.

The stability parameter can be derived from the MO
nondimensional shear functions presented in Hogstrom 37,

for stable stratification (L>0):

qJ(x) = -5.3 x

and for unstable stratification (L<O):

q_(x) = 2 ln{[l+(l-19x)t/4]/2}+In{[l+(l-19x)lt2]/2}

-2 tanl{(1-19x) TM} +Jr/2

where x -=(h - Zo) / L.

The above stability function for unstable stratification is

approximated in a more computationally efficient form as:

qJ(x) = -0.0627xS-0.6067x4-2.1689x3-3.5874xL3.1536x

for 0<x<-3.5.

The surface stress for the V-component of horizontal

velocity is computed in a similar fashion.

In the above formulation, the turbulence stress at the

ground is a function of time and space. Note that either a
decrease in the surface roughness, zo, or an increase in
stable stratification reduces the surface stress. Also, for
either neutral stratification or strongly sheared flow, that

'J,'~0, and the surface stress depends only on the wind

speed and zo.

The above formulation was tested in a three-
dimensional simulation of a thunderstorm downburst. The

numerical simulation was set-up similar to the two-
dimensional microburst simulations in Proctor) s Strong

outflow is generated near the ground as the downdraft

impinges upon the surface. An underestimate of the
modeled surface stress will result in the outflow maximum

being too close to the surface, while an overestimate will
displace the maximum too high. Results from the
numerical simulation are shown in Figures A1 and A2.

A vertical profile of the local outflow velocity is

show in Figure A1. The profile is chosen at the outflow
maximum and is compared with a field measurement and
a laboratory wall jet. Following Bakke Jg, the outflow

velocity is normalized by its peak speed and the altitude
is normalized by the half-velocity height. Note that the

nondimensional profiles are in good agreement, showing

the peak velocity at an elevation near 0.25.

Normalized Vertical Profile of Microburst Outflow
zo=1,0

2.0 -.

1.8 "... _ TASS
_'. --..-- Experimental1 ,6

"_" ...... DopplerRadar
1.4 ,,.."
1.2 '_"._

 1.0

0.8 L _._
0.6- ,_
0.4 "-- "_'_

0.2 "-
0.0 ..... '

0.00 0.25 0.50 0.75 1.00 1.25
U/Umax

Figure A1. Nondimensional vertical profile of downdraft
outflow. Comparison of 3-D TASS with surface stress
formulation with laboratory experiment 39 and a radar

field measurement 4°.

In Fig. A2, the profile shows the outflow boundary

layer is resolved by 4 grid points and the velocity profile
exhibits a log variation with altitude. The intercept for
U = 0 occurs at z = lm which agrees with the input
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valueassumedfor Zo. The above comparisons lend

support to the suitability of the stress formulation.

Vertical Profile of Microburst Outflow

103__ASS

10°-1"_ ' ' ' i .... _ , , , , I
0 5 10 15

U (M/S)

Figure A2. Log-linear plot of altitude vs outflow speed

for TASS simulation. Dots represent the vertical location
of the grid points. The profile is chosen within the radius
peak ouOqow.

DALLAS 1997 IN GROUND EFFECT CASE
97/09/26 20:09:24 GMT

Vortex Lateral Position Comparison
300

250

"E 200

"_ 1001

50

0

_ 2-0 TASS Pod
_--- 2-0 TASS Starboard

ii_ Free-slip Port

_ Fnee-sl_p Starboard

; r h i I' r ; i I,,, i I ; = r ; I r ,
20 40 60 80

Time (sec)

Figure A3. Comparison of lateral time history for IGE

2-D simulations; results from free-slip (dashed) vs
surface stress formulation (solid). Observed locations for
the port vortex given by symbols.

Free-slip vs Surface Stress Boundary Condition
The effects of the surface-stress formulation in

comparison with a free-slip condition are evaluated for an

IGE case in this section. Two experiments, one for each
boundary condition, are conducted with the 2-D version

of TASS. The experiments assume no ambient turbulence

and a constant grid size of 0.5m, with other parameters as
defined for the baseline case described in section 2.

A comparison of the time history for the lateral vortex
position is shown in Figure A3. For the free-slip

condition, the vortices rapidly diverge with the port vortex
moving significantly upstream. For the simulation with
the surface-stress formulation, the port and starboard

vortices separate more slowly. Also, the port vortex
moves little and shows good agreement with the location
observed with Lidar. Vortex rebound does not occur with

the free slip condition but does occur with the surfaces
stress formulation. These experiments show that

turbulence stress acting at the ground significantly affects
lateral transport. The proper effects from surface stress

should be included within any successful IGE prediction
model.
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Appendix H: Wake Vortex Transport and Decay in Ground Effect: Vortex Linking
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Abstract

Numerical simulations are carried out with a three-

dimensional Large-Eddy Simulation (LES) model to

explore the sensitivity of vortex decay and transport in
ground effect (IGE). The vortex decay rates are found to
be strongly enhanced following maximum descent into

ground effect. The nondimensional decay rate isfound to

be insensitive to the initial values of circulation, height,
and vortex separation. The information gained from

these simulations is used to construct a simple decay

relationship. This relationship compares well with
observed data from an IGE case stud),. Similarly, a
relationship for lateral drift due to ground effect is

constructed from the LES data. In the second part of this
paper, vortex linking with the ground is investigated_ Our
numerical simulations of wake vortices for IGE show that

a vortex may link with its image beneath the ground, if the
intensity of the ambient turbulence is moderate to high.
This linking with the ground (which is observed in real

cases) gives the appearance of a vortex tube that bends to

*Research Scientist, Airborne Systems Competency,
AIAA member

tResearch Scientist, Airborne Systems Competency

_;Research Scientist, Department of Marine, Earth, and

Atmospheric Sciences, AIAA member

Copyright © 2000 by the American Institute of
Aeronautics and Astronautics, Inc. No copyright is
asserted in the United States under Title 17, U.S. Code.

The Government has a royalty-free license to exercise

all rights under the copyright claimed herein for
Government purposes. All other rights are reserved by
the copyright owner.

become vertically oriented and which terminates at the

ground. From the simulations conducted, the linking time
for IGE appears to be similar to the linking time for

vortices in the free atmosphere; i.e., a function of ambient
turbulence intensity.
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Nomenclature

aircraft wing span

initial vortex separation - rc BI4
acceleration due to gravity

domain length in x and y directions, respectively

domain depth

mass of generating aircraft
radius from vortex center

radius of peak tangential velocity
time coordinate

nondimensional time - t Vo/ b,,

T at z = Zrain

airspeed of generating aircraft

initial vortex descent velocity - Fo/(2 zr bo)

horizontal coordinate along flight path
horizontal coordinate lateral to fight path
nondimensional lateral coordinate - y/bo
vertical coordinate

minimum altitude achieved during vortex descent

initial height above ground of wake vortex
vortex circulation

initial vortex circulation - M g/(bo p Va)
air density

ambient turbulence (eddy) dissipation rate

x-component of vorticity
kinematic viscosity

nondimensional eddy dissipation - (e bo) 1/3Vo"l
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I. Introduction

Aircraft wake vortices are formed when vorticity

generated by lift rolls up into two primary trailing
vortices. The two vortices have a characteristic initial

separation, bo, which is proportional to the wingspan of

the generating aircraft. The wake vortices are considered

to be "in ground effect" (IGE) when located within one
initial separation of the ground (i.e., z < bo).l The

prediction for the location and intensity of these vortices
is important for systems that are to manage safe aircraft

spacings.

The complex influence of the ground on wake vortex
behavior has been the focus of numerous investigations,

includin_ the observations by Harvey and Perry)
Hallock, ° Kopp, 4 Hallock and Burnham, 5 Burhnam and
Hallock, 6 and Rudis et al., 7 as well as the numerical

studies by Schiling, s Robins and Delisi, 9Zheng and Ash, t°

Corjon and Poinsot, tl Corjon and Stoessel, t2 and Proctor
and Han) 3 Qualitative understanding of basic vortex

transport mechanisms for IGE is known, but quantitative

relationships are needed. Wake vortex decay is known to
be enhanced by proximity to the ground, but much is to be
learned about this behavior. _

Three-dimensional instability of wake vortices near
the ground is largely unexplored. Lateral linking of the
vortex pair associated with Crow instability 14should be

less likely due to the increased separation forced by the

ground's presence. Ground linking -° the linking of a
vortex with its image vortex beneath the ground plane --
has been observed, 15but thought to be rare./6 Linking

instabilities can increase the uncertainty of a vortex's
position and may affect the vortex decay rate as well.

Semi-empirical vortex prediction algorithms have
been developed by Robins et al. 1 that include the ground's

influence on lateral separation and vortex rebound.
Similar algorithms 17 have been incorporated within
N AS A' s Airc raft VOrtex Spacing S yste m (AVOS S). _8._9._

Improved accuracy of these prediction algorithms depend

on the better understanding of vortex transport and decay
near the ground. Numerical experiments with a Large

Eddy Simulation (LES) model are being conducted in
order to provide guidance for the enhancement of these
prediction algorithms. 2t

This paper is a continuation of the three-dimensional
LES study described in Proctor and Han, 13with further

focus on vortex decay within IGE. In Proctor and Hart,

we investigated the sensitivity over a wide range of
ambient turbulence levels of a wake vortex for a landing

L-IOII that was observed on 26 September 1997 at
Dallas-Fort Worth (DFW) airport. _'2 The simulations

showed only a weak sensitivity to the level of ambient
turbulence, and were in very-good agreement with Lidar-

derived observations. The results indicated that enhanced

decay from ground effect begins a few seconds after the
vortices descend to their minimum height, with vortex

decay prior to these times being primarily influenced by
stratification and ambient turbulence. The study also
found that vertical oscillations associated with vortex

rebound were less prominent for higher levels of ambient
turbulence, since the secondary vortices were more likely

to be diminished by the stronger turbulence. Also
addressed was the influence of ground stress on wake

vortex transport. The study determined that viscous
stress reduced the velocity near the ground and acted to

decouple the primary vortices from their sub-ground

images. If ground stress was ignored, unrealistic
divergence of the vortex pairs ensued. The study, did not
address Crow instability, or similar linking instabilities,

Table 1. Salient Characteristics of TASS

Primitive equation / non-Boussinesq equation set'13me-
dependent, nonhydrostatic,compressible.

Meteorological framework with option for either three-
dimensional or two-dimensional simulations.

Large Eddy Simulation_model with 1st-order subgrid
scale turbulence closure -Grid-scale turbulence
explicitly computed, while effects of subgrid-scale
turbulence modeled by Smagorinsky model with
modificationsfor stratificationand flow rotation.

Ground stress based on Monin-Obukhov Similarity
theory.

Optional boundaryconditions- open conditionsutilizes
mass-conservative, nonraflective radiation boundary
scheme.

Explicit numedeal schemes, quadratic conservative,
time-split compie_lble- accurate as well as highly
efficient, and essentially free of numerical diffusion.

Space derivatives computed on Arakawa C-gdd
staggered mesh with 4='-orderaccuracy for convective
terms.

Prognostic equations for vapor and atmospheric water
substance (e.g. cloud droplets, rain, snow, hail, ice
crystals). Large set of microphysical-parameterization
models.

Model applicable to meso-Tand microscaleatmospheric
phenomenon. Initialization modules for simulation of
convective storms,microbursts,atmospheric boundary
layers, turbulence, and aircraftwake vortices.
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since the assumed domain had a limited axial depth. In

the present paper, we address the sensitivity of vortex

decay for IGE, by conducting LES of wake vortices with
different initial heights, separations and circulations. The

results are normalized and a simple analytical
representation for IGE decay is given. Similarly, a simple

model based on the LES results is proposed for lateral
drift due to ground effect. In the second part of this paper,

we examine the occurrence of ground linking and its
sensitivity to ambient turbulence.

H. The Model and Initial Conditions

The numerical model used in this study is a three-
dimensional LES model called the Terminal Area

Simulation System 23grASS), which has been adapted for
simulation of wake vortex interaction with the

atmosphere. 24 The numerical model used in this study

differs from that in many previous investigations, in that:
1) time-dependent computations are carried out in three-

dimensional space, 2) the formulation is essentially free of
numerical diffusion, z5 3) the computations are LES and at

high Reynolds number, 4) the experiments are initialized
with realistic turbulence fields, and 5) realistic surface-

stress and subgrid turbulence-closure formulations are
assumed. Salient characteristics of TASS are listed in
table 1.

Model Equations
The TASS model contains a prognostic equation set

for momentum, temperature and pressure, and employs a
compressible time-split formulation. Omitting moisture and
coriolis terms (which are not used in these simulations), the

TASS equation set in standard tensor notation is as follows:

Momentum:

Oui H ap aUiUj aUj

at + "-_o -_Xi = " -'ff-_'xj + Ui -_x j + g (H " l ) t i3

1 3 . bali bUj 2 aUk
+m_ Po KM -- 8ij ]

Po aXj l axj _ 3X i 3 3X k

Buoyancy Term:

H=[ 0 PCv ]

Oo Po Cp

Pressure Deviation:

ap Cp P 3uj
+ = Po g uj ¢_j3

at Cv 3xj

Thermodynamic Equation (Potential Temperature):

30 1 30Pouj 0 3PoU j

at Po axj Po 3x)

+l  tpo X. a°j
Po o xj a x)

with the Potential Temperature defined as:

In the above equations, ui is the tensor component of

velocity, t is time, p is deviation from atmospheric pressure

P, v is atmospheric temperature, p is the air density, Cpand

Cv are the specific heats of air at constant pressure and

volume, g is the earth's gravitational acceleration, Ra is the

gas constant for dry air, Poo is a constant equivalent to 1000

millibars (105 pascals) of pressure. Environmental state

variables, e.g., Po, Po and 0o, are defined from the initial

input sounding and are functions of height only.

A modified Smagorinsky first-order closure is used for

the subgrid eddy viscosity as:

3Ui . 3Ui 3Uj 2 aUkKM= Is2 _xj{_'xj+_x/)''if( _xt fl

x X[1- oQ Ris - at2 Rir

The subgfid eddy viscosity for momentum, KM. is modified

by the Richardson numbers, for stratification, Ris, and for

flow rotation, Rir, with _l =3 and cz_=1.5.

The subgrid length scale, Is, is determined from the

grid volume and is matched to the appropriate length scale
close to the ground where the flow is under-resolved. That
is:

l s = l aA l + ( trA /k z )m

[ kz

aA z > crA /k

[l +( trA/k z) ml ]
eta/k > z > Az/2

z <Az/2

where k is van Karman's constant, and where m and ct are
invariant constants with values defined as m = 3 and a =

0.15. The filter width is based on the minimal resolvable
scale:

A = [ 2Ax2Ay 2Az ]_/3
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whereAt,Ay, and zlz are the numerical grid sizes in the

respective x, y, z direction.

The ground boundary is impermeable with nonslip

velocity specifications. The surface stress due to the
ground is determined locally from the wind speed, surface
roughness, and the local thermal stratification. Details of
the surface formulation are in the appendix of reference

[13].

Turbulence Initialization

Prior to vortex initialization, an initial field of

resolved-scale turbulence is allowed to develop under an
artificial external forcing at low wavenumbers. 26 The

approach is similar to that in recent studies with TASS,
where wake vortex decay and the development of Crow
instability is examined within a Kolmogorov 27spectrum

of homogeneous turbulence (Han etal.28"29). The method,
however, is slightly different for the present study, due to

the inclusion of the ground. Since periodic boundary

conditions are assumed only at the horizontal boundaries,
the turbulence forcing is applied only to horizontal

velocity over each horizontal plane. Nevertheless, the
influence of the horizontal two-dimensional forcing

spreads quickly to the vertical direction as well as to the
vertical velocity through the mass continuity.

1
lO

100

10 -1

v

_-_ 10 -2

LL

10 .3

• • _o •

"'_ FF_i!_i!ope

10-2 10 -1 10° 101
!(2

Figure 1. Turbulence energy spectrum at z= 14 m before

vortex injection. Here, subscripts 2 and 3 denote
crossflow and vertical directions, respectively.

Because the TASS code uses a finite difference

numerical scheme, the forcing is achieved by performing,

first, a two-dimensional fast Fourier transform (FFT) at

every large time step, then adding a constant amplitude to
all the modes with integer wavenumbers whose magnitude

is less than 3.0, and finally, performing an inverse FFT

back to the physical space. At the same time, the
horizontal domain average temperature and velocity fields
are forced to maintain their initial vertical profiles by

subtracting the difference every time step. Due to subgrid

dissipation, the simulation can reach a statistically steady
state, in the sense that the mean turbulence kinetic energy
oscillates in time around a constant value.

Figure I shows a one-dimensional energy spectrum
with a -5/3 slope of Kolmogorov's 27 spectrum when the
turbulent flow field has achieved a statistically steady

state. Figure 1 indicates that our approach can produce a

well-developed turbulent flow field that possesses
Kolmogorov's inertial subrange. The eddy dissipation rate

e is estimated from the well-known technique of fitting
Kolmogorov's theoretical spectrum in the inertial

subrange to the simulated spectra.

Vortex Initialization

The initial wake vortex field is specified with a

simple vortex system that is representative of the post roll-

up, wake-vortex velocity field. The vortex system is
initialized with the superposition of two counter-rotating
vortices that have no initial variation in the axial direction.

The tangential velocity, V, associated with each vortex, is
determined from:

V(r)= 2Jr r L

where, r is the radius from the center of the vortex, F**

the circulation at r >> rc, and B is the span of the

generating aircraft. The above formula is based on Lidar
observations of wake vortices measured early in their

evolution. The model is applied only at r > rc and is

matched with a Lamb model profile for r < rc. The

values assumed for initial vortex separation and

circulation are derived from an aircraft's weight, span,
and airspeed according to conventional formula based on

elliptical loading; i.e., bo = rtBI4, and F, = 4Mgl(rtBp V=).

Appropriate vortex image conditions are applied to the
initial wake field to ensure consistency and mass

continuity at the TASS model boundaries.

Except when otherwise noted, the initial vortex
parameters (table 2) are taken from the observed aircraft

parameters for the L-1011, as was used in Proctor and
Hart. t3

All simulations are conducted with dimensional

variables and assume turbulent flow with a rotational

Reynolds number (Fo/v) of ~ 107.
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Table2. Initial vortex parameters (baseline).
Parameter Value

Vortex spacing (bo) 37 m
Generating height (Z,) 16 m (0.432 bo)
Vortex circulation (Fo) 390 m2sl

Vortex core radius 3 m (bo/12.3)

Model Domain Parameters

Two domain sizes are used for the experiments in
this paper. A short domain, which has been truncated in

the x-direction (Lx, Ly, Lz = 81 m, 370 m, 81 m), and a

long domain (Lx, 1.y, Lz = 451 m, 337 m, 81 m). For an
assumed initial vortex separation of bo=37 m, this would
translate into: (2.2 x lOx 2.2) bo for the short domain and

(12.2 x 9.1 x 2.2) bo for the long domain. Both long and

short domains are resolved by the grid sizes listed in table
3.

Table 3. Grid Resolution.

Parameter Value

Vertical resolution (z_z) 1.5 m

Lateral resolution (Ay) 1.5 m

Axial resolution (Ax) 2.0 m

The advantage of the short domain is that it allows

economical calculations of vortex behavior and simplifies
the analysis of results. The longer domain, however, is

less likely to hinder three-dimensional linking instabilities.
A comparison of results from the two domain sizes is

shown in the appendix.

Determination of Vortex Position and Circulation

Based on the vortex position in each crossflow plain,

circulation is computed for each crossflow plane according
tO;

lYr( X )= i Sr (x dydz

The circulation is not computed for any plane where the
vorticity vector is beyond 30° of the x-axis.

A 5-15 meter averaged-circulation, is computed
according to:

-- a.b -- fab Fr dr

F I. b dr

where a=5 m, and b = 15 m. The 5-15 m average
circulation is chosen to characterize the intensity of the

vortex, since it quantifies the hazard faced by an
encountering aircraft 3°'31

A mean average circulation is reported for each time

interval by computing a mean of the circulations from each
crossflow plane:

,,b I _-- ,_.b

/v i

Similarly, a mean vortex position is reported for each
time interval by averaging the positions from each

crossflow plane.

HI. IGE Sensitivity

Three sets of experiments are conducted in order to
determine the sensitivity of vortex decay within IGE. The
short domain is assumed which will inhibit the occurrence

of linking instabilities. All of the simulations assume
neutral stratification, no mean ambient winds, and an

ambient turbulence dissipation rate of _ =9.6 x 10 -5 m2
sJ. Other initial conditions for the simulations are listed

in tables 2 and 3.

Sensitivity to Initialization Height

Five experiments are conducted for a vortex
initialization height (Zi) of: 0.32 bo, 0.5 bo, 0.65 bo, 0.84

bo, and 1.0 bo. Comparisons of the experiments are shown
in Fig. 2 as function of nondimensional time. Note that

the time coordinate for each experiment is offset by the
time of maximum descent into ground effect; i.e., by

T_=T(zrain). The curves for normalized 5-15 m average

circulation, as well as the normalized lateral positions tend

to collapse, once the offset time Tc is accounted for. As
also shown in our previous study, 13 vortex decay is

significantly enhanced following maximum penetration
into IGE. In addition, these results show the decay rate to

be more or less independent of the vortex initial height,
with the enhanced level of decay beginning roughly 0.25

nondimensional time units following Ta

A formula for the decay of average circulation can
be obtained from these results as

E_ = Exp{ - 2( T - Too )2 /._ ] (1)
F oo 5

where Too = Tc +0.25 (i.e., 0.25 nondimensional time
units following the time of maximum penetration into

ground effect), and Fo° is the circulation at
nondimensionai time Too. The above formula is

independent of ambient turbulence and can only be
applied for T > TG +0.25.

Differentiating the above gives the rate of decay as:

5
American Institute of Aeronautics and Astronautics



1 dF 4 -2(T-Too )2/3

F oo dT = 15( T _ Too )l / 3 Exp( 5 }

A plot of the curve from Eq. 1 is shown also in Fig.

2c and agrees very well with the LES results.

An empirical relationship for lateral spread within

IGE can be determined from the LES results as well. The

vortices, which start at a lateral distance from the flight

path of y = _ ½bo, diverge lateral with time due to the

influence of the ground. Figure 2b indicates (in the

absence of crosswind) that the vortices asymptote toward

y = 2bo; approaching a maximum separation of about 4bo.

Based on these results, an empirical relationship for

vortex drift due to ground effect is:

Y=1.385 (T-TG) °22z for T > TG + 0.25 (2)

where Y is the normalized lateral position from the flight

path. The vortex separation, b = 2Ybo, also can be

predicted for IGE with Eq. 2. A plot of the curve from

Eq. 2 is compared with LES data in Fig. 2b.

The lateral drift rate can be determined by

differentiating (2) giving:

dY =0.3173(T_TG )-0.773 for T> TG + 0.25VC=d---T

where VG is the nondimensional velocity for lateral drift

due to ground effect (this velocity can be made

dimensional by multiplying by the initial vortex sink rate,

vo).

Sensitivity to Initial Vortex Spacing

In order to further evaluate the sensitivity of our

results and test the validity of Eq. 1, three additional

experiments are conducted, which assume different initial

vortex spacings (bo) as listed in table 4. An initial

circulation of 400 m2s t and an initial height of Z,= 0.432

bo is assumed for each experiment. Values for Zi and

nondimensional turbulence dissipation are slightly

different in these experiments due to the variation in bo.

Table 4. Initial vortex separation (bo) and corresponding

initial altitude (Zi) and dimensionless turbulence intensity

(q) for sensitivi9' to initial vortex spacin_ cases.

bo (m) Zi (m) 1"1

30 13 0.0671

37 16 0.0897

49 21.2 0.1291

IGE Sensitivity Test for Varying vorte_ Heights (_-0.091)
Vortex Vertical Position History (Po/t)

(A)

...,,..-.2,
,',, ................

_ _'.'/...'"
0.4

........... Z_=0.32b_
0.3 "'" M m, Z,=0.50'%

....... Z, = 0.65 b3

0.2 .... z,=o._ ,%
0.1 _ Z=1.oot_,

0 / I 1 I I I

-;I 0 1 2 3 4
Nondlmenslonal Time (T - To)

IGE Sensitivity Test for Varying Vortex Heights ("q=0.091)
Vortex Lateral Position History (Port)

2.5 (a)

,,_ 2

1.5

a.

_0.5

o,1

=f.;.".......
._ •

°_

_'," ' '¢ " .... Z_= 0.84 bo

Z,= 1.00 b°
Mode_ Fit

I I I I I

0 1 2 3 4
Nondimensional Time (T - TG)

IGE Sensitivity Test for Varying Vortex Heights (r1=0.091)
Vortex 5-15 m Averaged Circulation History (Port)

1

0.9

_0.8

_0.7
_0.6

0.5

0.4

o.3.1

(c)

........... Z_ = 0.32 bo

": _k ----- _.o,5o0°
_ ....... Z,=0.6Sb°

.... Z,- 0.84b,

'*t:_.:.o_

0 1 2 3 4 5
Nondimensional Time (T - Ta)

Figure 2. Sensitivity to vortex initiation height.

Nondimensional height (a), nondimensional lateral

position (b), and nondimensional 5-15 m average

circulation (c ) vs nondimensional time. "Decay model" in

(C) from Eq. I and "Curve fit" in (B) from Eq.2.
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IGE Sensitivity Test for Varying Initial Separation (bo)
Vortex Vertical Position History (Zi=0.43b0)

1.4F

1.21-
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f
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o2F

IGE
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bo = 49 m,q = 0.1291
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25 i
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Figure 3. Same as Fig. 2, but for sensitivity to initial

vortex spacing.
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Figure 4, Same as Fig.2, but for sensitivit 3, to initial

vortex circulation.
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The results presented in Fig. 3 _t the curves

again collapse to a similar value w_:'_"(_aalized, and

that the proposed formulas for IGE de'_d lateral drift

are in excellent agreement with _LES results.

Enhanced levels of decay due to IG_begin at T=0.5

(which is To+0.25) for all three cases.

Sensitivity to Initial Circulation

In the third set of experiments, five simulations with

different initial circulations are conducted (table 5). All

else is assumed equal, with rl being different due to its

dependency on Fo.

Again, the curves collapse with a tight spread (Fig.

4), and the proposed IGE decay and drift formulas are in

excellent agreement with LES results.

Table 5. Initial circulation (V,,) and corresponding

dimensionless turbulence intensity/or i'. sensitivrtv cases.

F¢ (m2 s "t) q

250 01420

300 O1183

350 0.1014

400 O0887

450 0 0789

IV. Comparison with Observed Case.

In this section, the new formula for IGE decay

(Eq. 1) is compared with the LES simulation for a landing
L-1011, which was observed at 20.09 UTC on 26

September 1997 at Dallas-Fort Worth (DFW) airport.

The input sounding for temperature and crosswind is

shown in Fig. 5. The simulation is conducted with the

short domain and with the parameters listed in tables 2

and 3. The simulation includes an ambient turbulence

field with, E =1.654 x 10 "J m 2 s 3 (q =0.2349), which is

very close to the ambient value observed at z=40 m. The

average circulation from both the port and starboard

vortices is show in Fig. 6. The slightly faster decay for

the starboard vortex may be due to the opposite sign

vorticity of the ambient crosswind. Also included in Fig.

6 for comparison, is measured Lidar data for the port

vortex. The LES results and Lidar data show reasonable

a_eement with the circulation decay given by Eq. 1.

V. Ground Linking Experiments

In the free atmosphere, the linking process begins as

the counter-rotating circulations of a vortex pair connect,

producing crude vortex rings. The time at which this

linking takes place is a known function of the turbulence

intensity, or specifically, the eddy dissipation rate 2s'32'33

The goal of the experiments in this section is to examine

ground linking and any sensitivity that it may have to the

level of ambient turbulence. All of the experiments

assume the long domain so as to permit linking

instabilities. The experiments also assume the parameters

listed in tables 2 and 3, as well as the initial sounding in

Fig. 5. The nondimensional turbulence strengths, rl, used

in these experiments, range from 0.233 to 0.75. These

values represent a typical range between moderate to very

turbulent atmospheric boundary layers.

8O

70

6O

E so

_ 40

<
30

2O

10

(a)

I

'°f60

_5o

i
20

,el ",,
°o i

v (m/s)

(b).

_61 302 303 2

ev (K)

Figure 5. Initial profile of a) ambient potential

temperature and b) crosswind for DFW, 26 September

1997, 20:09 UTC.

DALLAS 1997 IN GROUND EFFECT CASE

97/09/26 20:09:24 GMT

Vortex 5-15 m Averaged Circulation Comparison

4°°r na

U|__ rl Lidat Obs: Port (r_=0.235)

f-1_.%..... 3D LES: Port (q=0.233)
........ 3D LES: Slat (q_0.233)

300 _ _ Decay Model
t oo

.__2ooL ".. -.

_51ooL "'.. '-,_'v'-........_
I

O[ I I I I I0 1 2 3 4 5

Nondimensional Time (t bo/Vo)

Figure 6. Average circulation vs nondimensional time

for observed DFW case. Comparison of LES, Lidar, and

IGE decay model (Eq. 1).
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Figure 7. Time evolution within IGE of wake vortex pair for 77= 0.388. Top (x,y ) and side (x,z) view of wake vortices
at increments 0,5 nondimensional time units.
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SIDE 'VIEW

Figure 8. Same as Fig. 7, but for 77 = 0.233.
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Results from these simulations showed obvious

ground linking to occur when T1exceeded 0.3 (e.g. Fig
7). For lower values of nondimensional turbulence

intensity, pronounced vertical oscillations developed
without obvious linking between the wake vortex and

its ground image (e.g. Fig. 8). In none of the cases
(which are all initiated well within IGE) did lateral

linking occar. Influence of the very weak crosswind
shear is unknown (see Fig. 5b), but ground linking only

occurred with the port vortex.

The "visualization of the simulated wake vortex as

it links with the ground is shown in Fig. 7. The port

vortex becomes nearly vertical as it links with the

ground just after T=2. For comparison, a photograph of
an actual ground link is shown in Fig. 9.

Figure 9. Observed case of ground linking (from
NASA Langley photo archives, photograph L 90-

02905)

Both port and starboard vortices in Fig. 7 rapidly

dissipate after linking, becoming undistinguishable
from background turbulence at T=4. Note that in the

vicinity of where the ground connection is to occur, the
starboard vortex is transported upward and the port
vortex downward.

Figure 8 depicts the wake vortex system for a
more moderate level of turbulence. Although an

obvious link with the ground did not occur, a major

portion of the port vortex remained parallel and very

close to the ground. Again, note that the starboard
vortex is at a relatively high altitude where the port

vortex is closest to the ground.

A ground linking factor can be defined similarly to
Crow's linking parameter .4 as:

Z ma.,g "_mln

fl(t) =
Zmax + Zmin

where _ and zmi_are respectively, the maximum and
minimum altitude of one of the vortices. Either the port

or starboard vortex may be considered linked with its

ground image when the linking factor exceeds 0.85.
Table 6 shows nondimensional times for 13to exceed
both 0.75 and 0.85 as a function of nondimensional

turbulence intensity. Also included is the linking time
as predicted by Sarpkaya's 17'34'35re-derivation of Crow
and Bate's 32 theoretical formula for vortex lifespan in

the free atmosphere. In our experiments, ground

linking did not occur for rl < 0.388, although the
vertical linking parameter did grow with time.

Additional experiments were carried out for larger

domain sizes assuming 11=0.233, but little sensitivity
was noted. Therefore, the linking time (or lack of

linking) was not believed to be affected by our domain
size. The influence of the crosswind shear on the

suppression of linking for the lower turbulence levels is

yet to be examined.

Table 6.

Turbulence (port vortex).

rl TI3---0.TS

Sensitivity of Ground Linking to Ambient

Tf_=o.ss Tsarp

0.233 4.3 ...... 2.4

0.30 2.90 ...... 2.0

0.388 1.90 2.10 1.71

0.50 1.47 1.63 1.43

0.75 0.98 1.14 1.11

Figure 10 shows a comparison of the time to
ground link with experimental data 33and theory 32'34for
vortex linking in the free atmosphere. The three

simulations that had ground linking are in close
agreement with Sarpkaya's formula, 34'35 even though

the theory was developed for lateral vortex linking
away from any ground influence.
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Figure 10, Linking time vs nondimensional turbulence
it, tensity. Time of ground linking from LES given by

triangles, all other data for lateral linking (or vortex
bursting) out of gro,nd effect (OGE).

VI. Summary and Conclusions

A study of wake vortices initialized in-ground
effect has been performed using a validated three-
dimensional LES model. The simulations, which

included environmental turbulence, show strong decay

of wake vortices following maximum penetration into
IGE. Wake vortex linking with its ground image was
simulated for moderate to strong values of atmospheric

turbulence.

The primary conclusions of this study are:

1. Wake vortex transport and decay for IGE can
be nondimensionalized with conventional

parameters.
2. Appropriate normalization of parameters

reduces wake vortex sensitivity to initial

circulation, initial separation, and generating

height.
3. Vortex decay for IGE has minor sensitivity to

the ambient turbulence level.
4. Based on the LES results, a formula for IGE

decay is proposed. This formula, with few
dependent parameters, should be easy to

incorporate in wake vortex prediction models.
5. Also based on the LES results, a model for

lateral drift rate due to ground effect is

proposed.
6. Both the decay and drift models show very

good agreement with the LES sensitivity
results.

7. Ground linking is influenced by the level of
ambient turbulence. Similar to lateral linking

in the free atmosphere, the time to ground link
is a function of the nondimensionai eddy

dissipation. However, ground linking did not
occur for moderate to weak levels of

turbulence.
8. The increased lateral separation of vortices

from ground effect can suppress lateral vortex

linking.

Future work needs to address the sensitivity of

crosswind shear to the onset vortex linking, both in and

out of ground effect.
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Appendix - Sensitivity of Domain Size

A number of experiments assume a truncated
domain in the x-direction, so as to reduce computation

time, inhibit crow instability and simplify analysis of

the experiments. The consequence of shortening the
domain is evaluated here. Two simulations are carried

out with everything identical except for a short domain:

(Ix, Ly, Lz = 2.2 b_, 10 bo, 2.2 bo), and a long domain

(Lv l.,y, Lz = 12.2 bo, 9.1 bo, 2.2 bo). The ambient
turbulence level is assumed as r1=0.2349 and each are

resolved by the grid sizes listed in Table 3. The

ambient temperature and crosswind are from profiles
observed at 20:09 UTC on 26 September 1997 at DFW

(Fig. 5).

Comparison of the average circulations from the
two simulations with different domain sizes is shown in

Fig. A-I. Lidar observations from the L-1011 port
vortex are also included. A comparison of lateral

positions is shown in Fig. A-2. For this case, the
figures indicate little sensitivity to domains size.
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Abstract

The behavior of wake vortices in a convective

boundary layer is investigated using a validated large

eddy simulation model. Our results show that the

vortices are largely deformed due to strong turbu-

lent eddy motion while a sinusoidal Crow instability

develops. Vortex rising is found to be caused by

the updrafts (thermals) during daytime convective

conditionsand increaseswith increasingnondimen-

sionalturbulence intensity7. In the downdrah re-

gion ofthe convectiveboundary layer,vortexsinking

isfound to be acceleratedproportionalto increas-

ing T/,with fasterspeed than that in an ideal line

vortex pair in an inviscidfluid.Wake vorticesare

a/so shown to be laterallytransported over a signif-

icant distance due to largeturbulent eddy motion.

On the other hand, the decay rate of the vortices

inthe convectiveboundary layerthat increaseswith

increasing 71, is larger in the updraft region than in

the downdrai% regionbecause ofstrongerturbulence

inthe updraft region.
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Nomenclature

= aircraft wingspan
= initial vortex separation distance, _rB/4
= nondimeusional vortex descent distance,

(z - ho)/bo
= initial vortex elevation

= domain size
= radialdistance from vortex center
= initial vortexcoreradius

= symmetric part of Vu
= nondimensional time, tVo/bo
= time

= large-eddy turnover time, zJw.
= velocities in z, y, and z directions,

respectively
= airspeed of generating aircraft
= initial vortexinduction speed, ro_/(2_bo)

= aircral%weight

= convective velocity scale, (_(w--'_8'),z_) 1/s

[(_-_'),:surfaceheat flux]
= axial, lateral, vertical space coordinate

= depth of convective boundary layer
= surface roughness length
= vortexcirculation

= initial circulation

= initial circulation at r ::_ re, 4W/(lrBpVa)
= grid size
= turbulence dissipation rate
= nondimensional ambient turbulence

intensity, (ebo) l lS/ Vo
= potential temperature
= the second negative eigenvalue of the

symmetric tensor S 2 + f/2
_. °mr density
= antisymmetric part of Vu
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I. Introduction

NASA is developing an automated Aircratt Vortex

Spacing System I (AVOSS) under its Terminal Area Pro-

ductivity program. This system will determine safe op-

erating spacing between arriving and departing aircraft

as based on ambient weather conditions and provide a

safe reduction in separation of aircraft compared to the

now-existing Right rules. This system includes prediction

algorithms 2'_ for transport and decay of aircraft wake
vertices. To develop this system, research is being fo-

cused on understanding the interaction of wake vortices

with the atmosphere.

A pair of wake vortices usually descends due to their
mutual induction. The vortex descent rate is reduced

as the vortices decay with time due to ambient turbu-

lence and stratification, s-_ In some cases, however, the

vortices can rise. It has been shown 6'7 that the vortices

can either stall or be deflected upwards as they pene-

trate a strong crosswind shear layer which often occurs

just above a developing nocturnal stable layer. Vertical
winds associated with weather phenomena such as vig-

orous fronts, gravity waves, and thermals may also cause
the vortices to rise. Rising vortices have been observed

during daytime convective conditions, s possibly due to

strong thermals developing in the convective boundary

layer (CBL). Figure 1 shows some observed vertical po-
sition histories of the vortices during typical convective

conditions as taken from the Memphis Field Program. _

The vortices are observed to remain on the flightlevel

(Fig. la), rise (Fig. Ib), or even descend faster than an

ideal line vortex pair in an inviscid fluid, for which the

sinking rate is given by dH/dT = -I (Fig. Ic). Numer-
ical simulation results by Holz_pfel et al.10 indicate that

in the CBL some segments of the vortex pair that are

placed on an updra_ (thermal) area remain on or even

rise up to 20 m above their initial positions. As HolzRpfel

et al. pointed out, this situation can be more hazardous

for reduced spacing operations due to the increased pos-

sibUity of encountering stalled vortices during aircraft

approach.
The CBL is typically composed of broad regions of

gentle downdraR surrounding smaller regions of strong

updraft (thermal). The fractional areas are about 0.4 for
the updraft and 0.6 for the downdraft. H Both the up-

draft and downdraft have horizontal scales of roughly

1.5z_,12 where z_ is the CBL depth (of the order of

1 kin). Vertical velocities in thermals can reach 5 m/a or

more, although weaker updrafts of I to 2 m/s are more
common, t_ Therefore, one can expect a large di_erence

in the behavior of wake vortices when they are exposed

in the CBL, depending on whether they are placed on

the updraft regions or the downdraft regions.
In the present study, we investigate the behavior of

aircraft wake vortices in the CBL using a validated large

eddy simulation (LES) model. In Sec. II, we describe
the LES model and the initial conditions. In Sec. IH,
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Figure 1: Time evolution of the observed vertical

positions of the vortices during daytime convective

conditions as taken from the Memphis Field Pro-

gram.
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we present the results f_om systematic numerical exper-
iments in terms of nondimensional turbulence intensity.

Finally, in Sec. IV, we summarize our results and draw
some conclusions.

II. Model and Initial Conditions

The numerical model used in the present study is

a three-dimensional, nonlinear, compressible, nonhydro-

static LES model, called the Terminal Area Simulation

System 14 (TASS). Numerous successful simulations of

interaction of wake vortices with the atmosphere TM

and some within the CBL 19'2°have been conducted with

thisTASS code. In TASS-LES, grid-scaleturbulence is

explicitlycomputed while the effectsof subgrid-scaletur-

bulence are parameterized by a conventional first-order

closure model with mo_tions for stratificationand

flow rotation.5'21

The initialvortex system represents a post roll-up,

wake-vortex velocity fieldas described in Proctor,z and

consists of a pair of counter-rotating vorticesthat have

no initialvariation in the axial direction. This vortex

model has also been adopted for investigatingthe effects

of ambient turbulence 5 and ground le on vortex decay

and descent.

One ofthe major difficultiesin numerical simulations

of wake vorticesisthat very finegrid resolutionisneeded
to resolve the vortex core whose size is of the order of

Im, whereas horizontaldomain sizeof at leastfourtimes

largerthan the CBL height (of the order of Ikin) isre-

quired to simulate largescaleturbulence structureinthe

CBL. For current computer resources,itisalmost impos-

sibleto simulate largescalestructureof turbulence inthe
CBL and much smaller scale structure of aircr_ wake

vortices at the same time. However, the recent study

by Holz_pfel et al.loindicatesthat the main characteris-

ticsof vortex behavior in the CBL can be obtained even

when greatly reduced domain size (say,about 0.5kin)

compared to the CBL scale isused.

In this study, in order to achieve a proper resolution

of the characteristicscalesof both the CBL and the wake

vortices, we have chosen a domain size of (Lz, L_, L,)

---- (600m, 400m, 350m) = (15bo, 10bo, 8.8bo), with a

grid size of (Ax, AV, _z) --- (5.0m, 2.5m, 2.5m), where
bo -- 40 m, and =, V and z correspond to the axial, lateral

and vertical directions of the vortex system, respectively.

Somewhat larger domain size in the axial direction (15bo)

can allow the development of Crow instability of which

theoretical maximum wavelength is about 8.6bo. 22 The

lateral domain size of 10bo is sufficiently large to mini-

mize boundary influences. The domain size in the ver-

tical direction (8.8b0) is large enough to investigate the

effects of large turbulent eddies such as thermals on vor-

tex transport. On the other hand, because of our limited

computing resources and in order to allow the core to be

resolved, the chosen initial core size of re = 5 m is some-

what larger than the typical value (less than about 5 %

of the wingspan 15) observed behind aircra_. The initial

vortices are placed on the height of ho = 180m (4.5bo)

above the ground.

Before the vortices are injected,the CBL is driven

by a constant, spatiallyuniform heat flux on the bottom

surface until a typicalfeatureof'theevolving CBL iswell

established. Periodic boundary conditions are employed

in both horizontal directions.Free-slipand no-slipcondi-

tions are imposed at top and bottom boundaries respec-

tively.The Monin-Obukhov similarityrelationsare used

at the surface with surface roughness length, zo = 0.1m.

Initialvelocitiesare specifmd as zero. Initialpotential

temperature isverticallyuniform. The turbulence isini-

tiated by a small random temperature perturbations su-

perimposed in fivelower layers.

The vortices are injected at about 3.6 large-eddy

turnover times (defined as to = z_/wo, where w. is the

convective velocity scale),when the CBL is well devel-

oped although itisstillevolving.Figure 2 shows vertical

velocityfieldson the horizontalz - y plane of the initial

vortex elevation and both verticaland lateral velocity

fieldson the verticalz - z plane along the v-center line,

with the location of the initialvortex pair indicated. As

seen in Fig. 2a and b, the right part of the vortices is

placed on an updraft area with stronger verticalveloc-

ity,whereas the left part is placed on a downdraft area

with weaker vertical velocity. From this vertical velocity

distribution, one can expect that the right part of the

vortices may stay around the initial vortex elevation or

rise, striving against the descent by mutual induction of

the vortices, whereas the descent of the left part of the

vortices may be accelerate& From Fig. 2c, on the other

hand, in lower domain layers below the initial vortex ele-

vation negative lateral velocities are more dominant, and

thus, the vortices are expected to be transported mostly

to the negative lateral direction during their descent.

To evaluate the sensitivity of vortex behavior to am-

bient turbulence, we generated five values of nondimen-

sional turbulence strengths of 7=0.20, 0.25, 0.30, 0.35,

and 0.50 that are in a typical range of the CBL. These

values are typically found during daytime convective

conditions and obtained by varying the initial circulation

(1_oo) to save computing time, rather than by varying ini-
tial turbulence field. The associated value of turbulence

energy dissipation rate _ is estimated by fitting the theo-

retical Kolmogorov spectrum in the inertial subrange to

the simulated spectrum at the horizontal plane of the ini-

tial vortex elevation, as described in Han et al.lz Three-
dimensional wake vortex simulations are carried out with

each of the five turbulence field, with all other conditions
identical.

III. Numerical Results

Figure 3 shows top and sideviews of the vortex pairs

with increasing nondimensional time for three different

3
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Figure 2: (a) Vertical velod_ fields on the horizon-
tal z-t/plane of the initial vortex elevation and both

(b) vertical and (c) lateral velocity fields on the ver-
tical z - z plane along the t/-center line, with the lo-

cation of the initial vortex pair indicated (thick solid

line). The contour interval for velocity is 0.4ms -1 .

nondimen_onai turbulence intensities of r/ = 0.2, 0.3,
and 0.5. The method of Jeong and Hussaln 2s is used for

the identiilcation of a vorter. They deilne a vortex in
terms of the second negative eigenvalue _2 of the sym-
metric tensor S_-I-t_ _, where S and _ are respectively the

symmetric and antisymmetric parts of the velocity
client tensor Vu. The top (side) view of Fig. 3 is taken

_rom z - _/ (z - z) plane projection of the minimum
negative _ value along z (I/) direction. A threshold _
value to identify the vortex is arbitrarily determined.

(b) ETA - 0.3

(¢) ErA - O.S
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O.S _ _"_" -- "--'" _ 7-• .._._ _
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Figure 3: Top and side views for the cases of (a)

_=0.2, (b) _--0.3, and (c) _---0.5. The unit for axis

labels is m.

As shown in the top view of Fig. 3, because of larger
axial domain size (15507 used, a sinusoidal Crow instabil-

ity develops for all three cases, and then, the vortex
connects together as a result of the instability and _anally
disintegrates into a turbulent state. In agreement with
Han et al.'s t_ study, the linking of the vortex pair occurs
earlier with stronger turbulence (that is, lar_er r/). In
addition, the vortices are strongly deformed especially
for stronger turbulence due to large turbulent eddy mo-
tion. On the other hand, _om the side view it is obvious
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that the right part of the vortex pair rises due to strong

thermal (updraft) developing in the CBL, whereas the

descent of the left part vortex pair accelerates due to the
dow_dra/t.

Figure 4 depicts the evolution of maximum vertical

vortex positions that axe found in the updrm% region.

It is shown that vortex rise becomes more significant

with stronger ambient turbulence strength. For the case

of W=0.5, for example, at T=l.5 the vortex rises up to

about 2 b0 from its initial position and its coherent struc-

ture is destroyed. For the case of _7=0.2, on the other

hand, the vortex appears to stay at its initial height un-

til about T=2.5 and then, rises further after its strength

becomes much weaker due to dissipation by ambient tur-
bulence.
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Figure 4: Time evolution of maximum vertical vor-

tex positions for varying nondimension_l ambient

turbulence strengths.

Figure 5 depicts the evolution of minimum vertical

vortex positions that are found in the downdraft region.
It is shown that vortex sinking is accelerated due to the

downdraft; for all the cases, the sinking rates of the rain-

imam vertical' vortex positions are larger than the theo-

retical sinking rate as given by mutual induction speed

of an ideal line vortex pair in an inviscid fluid (that is,

dH/dT = -1). The sinking rates increase with increas-

ing ambient turbulence strength; for 17=0.5 the sinking
rate dH/d'r ,.. -2.3.

Figure 6 shows the evolution of vertical vortex posi-
tions averaged along the axial direction and their stan-

dard deviations. In an average sense, the vortices de-

scend for all r/values rather than stay or rise as seen in

Fig. 6, although they tend to stall at much later times

when the vortices almost decay out. This is because the

downdrafts not only occupy wider area (about 60%) than

the updrafts, but also the vortex rising due to the up-

drafts has to counter the effect of sinking due to mutual

induction. Unlike the behavior of the minimum vertical
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Figure 5: Same as Fig. 4 but for minimum vertical

vortex positions.
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vortex positions, however, the sinking rates of the aver-

age vertical vortex positions are smaller than the theo-

retical sinking rate of dH/dT = -1 and decrease with

increasing ambient turbulence strength. On the other

hand, the standard deviations of vertical vortex positions
increase with increasing ambient turbulence strength,

showing about 1.5 be at T=l.5 for the extremely strong

turbulence case of 7=0.5.

Large turbulent eddies can also transport the vor-
tices laterally over a significant distance, as indicated in

the top views of Fig. 3. Figure 7 depicts the evolution
of maximum and mean lateral vortex displacements from

the initial positions and their standard deviations for five

values. Although the maximum and mean lateral dis-

placements and standard deviations appear to increase

with increasing ambient turbulence strength, the differ-

ences among varying t] values are much smaller compared
with those in vertical positions. Figure 7a indicates that

for the case of 7----0.2, that is, the most long-lived vortex

in our experiments, the vortices can be transported up
to about 2.5 bo at about T = 4 by large turbulent eddy

motion of the CBL.

Figure 8 shows the decay of the average circulation

(averaged over a radius between 5 and 15m from the

center) with time for varying ambient turbulence levels
in both updraft (Fig. 8a) and downdraR (Fig. 8b) regions

(in each region, the radius-averaged circulations are also

averaged over 16 planes [80 m] along the axial direction
where the vortex separation is the widest). As shown

in Fig. 8, a rapid vortex decay behavior appears to be
conspicuous due to buoyancy-driven strong turbulence

typical in the CBL. The rate of vortex decay tends to
increase with increasing ambient turbulence level, which

is consistent with field observations 24 and our previous

numerical simulations. 5 Vortex decay is more rapid in

the updraf_ region (Fig. 8a) with stronger turbulence

strength than in the downdraft (Fig. 8b) region with

weaker turbulence strength.

IV. Conclusions

This study presents the results of numerical simula-
tions which were carried out for understanding how wake

vortices behave in the CBL. LES simulat/ons are con-

ducted by introducing a vortex pair, representing aircralt

trailing vortices, in a well-developed CBL. Although the

domain size chosen is relatively smaller compared to large

CBL turbulence scales, the main characteristics of vor-

tex behavior in the CBL seem to be well captured. The

following conclusions can be drawn from the results of

numerical simulations:

1) In the CBL, the vortices are largely deformed due
to strong turbulent eddy motion while a sinusoidal Crow

instability develops. Consistent with previous studies,

the linking of the vortex pair resulting from the instabil-

ity occurs earlier with larger nondimensional turbulence

intensity.
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Figure 7: Same as Fig. 4 but for (a) maximum and

(b) mean lateral vortex displacements from the ini-

tial positions and (c) standard deviations.
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2) Vortex rise is caused by the updraRs (thermals)

in the CBL, increases with increasing nondlmensional

turbulence intensity tT, and can be as large as H ~ 2 at

T--1.5 for the extremely strong turbulence case of _=0.5.
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Figure 8: Same as Fig. 4 but for 5 - 15 m averaged

circulation in the (a) updraft and (b) downdraft re-

gions.

3) In the downdra_ region of the CBL, vortex sink-

ing is accelerated; the sinking rate becomes larger than

the theoretical value of dH/dT = -1, increases with in-

creasing _7, and can be as large as dH/dT .., --2.3 for

_-----0.5.

4) Wake vortices can also be laterally transported

over a significant distance due to large turbulent eddy

motion in the CBL, and their lateral displacements from

the initial positions increase with increasing ambient tur-

bulence strength.

5) Wake vortices in the CBL decay rapidly because of

strong turbulence intensity typical in the CBL, whereas

the rate of decay increases with increasing t1 and is larger

in the updraft region than in the downdraft region.

These results could serve useful for adding a predic-

tion of height and lateral variability in the AVOSS vortex

trajectory forecast.
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NUMERICAL MODELING STUDIES OF WAKE VORTICES:

REAL CASE SIMULATIONS
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Abstract

A three-dimensional large-eddy simulation model, TASS, is used to simulate the behavior of aircraft wake

vortices in a real atmosphere. The purpose for this study is to validate the use of TASS for simulating the
decay and transport of wake vortices. Three simulations are performed and the results are compared with

the observed data from the 1994-1995 Memphis field experiments. The selected cases have an atmospheric

environment of weak turbulence and stable stratification. The model simulations are initialized with appro-

priate meteorological conditions and a post roll-up vortex system. The behavior of wake vortices as they
descend within the atmospheric boundary layer and interact with the ground is discussed.

1. Introduction and transport of wake vortices s-9.

To increase airport capacity while maintaining or
increasing the present aviation safety levels, National

Aeronautics and Space Administration (NASA) ini-

tiated the Aircraft Vortex Spacing System (AVOSS)
project as an essential element of its Terminal Area

Productivity (TAP) program to develop a real-time
wake vortex forecasting system for Air Traffic Con-
trol (ATC) *,_.

An accurate estimation of the lifetime and trans-

port of the wake vorzices trailing behind airplanes is

truly crucial in developing the forecasting systems
which are responsible for aviation safety and effi-

ciency. A focal problem is to predict the behavior

of wake vortices under different atmospheric envi-
ronments. Results of field experiments as well as

numerical simulations indicate that the atmospheric
disturbances, such as turbulence, stratification and

wind shear have strong influence on the evolution

"Visiting Assistant Professor
tResearchAssistant
_ResearchScientist
§Professor
IProfessor

llResearchScientist,AIAA member

Thispaperisdeclareda workoftheU.S.Governmentand
isnotsubjecttocopyrightprotectionintheUnitedStates.

The development of the forecastingsystem is

based on both observed data and numerical simula-

tions. During the past decades, great effortshave

been made to understand the demise mechanism of

wake vorticesand the impact of ambient turbulence,

stratification,wind shear and proximity effectson

the vortices.These effortsincluded the laboratory

and observed data as wellas numerical modeling9-1s.
However, the behavior of wake vorticesstillremains

elusivedue to the intricateinteractionof the wake

vortexpairwith itssurrounding atmospheric bound-

ary layer.On the other hand, systematic investiga-

tionof these processesishampered by the environ-
mental conditions. The numerical simulationsbe-

come more practicalwith increasingcomputer power

because they allowus to study the behavior ofwake

vorticesina wider rangeofmeteorologicalconditions

than thosemeasured during fieldexperiments which

are restrictedto a specificlocation(sometimes with

a unique climatology)and relativelyshort periodof

time.But numerical models must be validatedusing
theseobservationaldata.

In recentyears, the large-eddysimulation(LES)

models withinthe meteorologicalcontext have been

widely used to study the behavior of wake

I
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vorticesI_-21.Numericalmodeling.effortsplay a key

rolein the development of the AVOSS system. The

Terminal Area Simulation System (TASS), a nu-

merical large-eddysimulation model developed by

Proctor22,23,has been adapted to accomplish this

objective. The model has been successfullyused

to investigatethe effectsof atmospheric turbulence,

stratification,wind shear and fog on the decay

of wake vorticesin both two and three dimensional

simulationsg,17. Proctor9 simulated the behavior of

wake vorticesmeasured during the Idaho Fallsand

Memphis fieldprograms using the TASS model. His

resultsshowed that the TASS model was accurate

in simulatingtransportof wake vorticesin two di-

mensions forstableconditionsinwhich thereislittle

or no ambient turbulence. Han et al.t9-2° investi-

gated the Crow instabilityand the effectof atmo-

sphericturbulenceon the vortex decay using three-
dimensional TASS model. Their resultsagree well

with other laboratoryand fieldmeasurements. Itis

essential that all aspects of the model simulations be

compared and validated with observed data although

previous studies have shown that the TASS model is

quite successful in simulating vortex decay.

Lidar measurements, coupled with the simulta-

neons recording of the meteorological data from the
field measurements conducted at Memphis during

December, 1994 and August, 1995 and at Dallas/Ft.

Worth (DFW) Airport during 1997-1998, have pro-
vided us with the most reliable data base so far.

These data sets contain the information on veloc-

ity, temperature, circulation and so on, which sup-

ply us enough information to carefully make assess-
ment, validation, and improvement of various numer-
ical models.

Ongoing studies with the TASS model are aimed
atunderstanding and quantifyingthe decay ofwake

vortices.A determinationofwhether the simulations

can realisticallydecay vorticesis a necessary first

step.The 'model must be validatedbeforeitsresults

are used in developing predictoralgorithms for an

AVOSS system.

The purpose of thispaper isto furthervalidate
the TASS model. Three dimensional simulationsof

cases 1252 and 1273 from the 1995 Memphis field

experiments are conducted. Presented are TASS re-

sultsand comparisons with the measurement data

from both ofthe cases.

In thispaper,we firstbrieflydescribethe TASS

model in section2. We then describethe initializa-

tionof the model and the experiments used to ini-

tializethe model in section3. The resultsfrom the

simulationsare presented in section 4 and, finally,

our studiesare summarized in section5.

2. The Model Description

2.1 The Numerical Model

The TASS model used in the present study is

a three-dimensional,nonlinear, compressible, non-

hydrostaticLES model. The TASS equation setin

standard tensornotation isas followsg'22:

Ou_ H #p
+

at po ox_

Ou_u i Ouj

O:rj +u_-_=j + z(g - 1),s_3

I @n/
+ -- -- (I)

Po Oxi

[8 pC_]u = g0 (2)

CpP au# _
O...pp+ pogu#%3 (3)
at Cv az_

ao aOu I ^ au I 1 aroi

o-7= - + , + -Po Oxj
(4)

where ui isthe component of velocity,tistime,8

ispotentialtemperature and 80 isthe referencepo-

tentialtemperature, p isdeviation of pressurefrom

the referenceatmospheric pressure P, P0 isthe ref-

erenceairdensity,Cp and Cv are the specificheats

ofairat constant pressureand volume, respectively.

H representsthe ratioofthe referencedensityofen-

vironment to the localdensity.5_3 isthe Kronecker

delta,g isthe earth'sgravitationalaccelerationand

rO and rsjare Reynolds stressand heat flux,respec-

tively.

2.2 The Subgrid Turbulence Model

The dependent variablesin TASS are treatedas

averagesover the grid volumes which resultin sub-

gridfluxterms. The subgrid fluxterms r0 and rei

are,respectively,approximated by using first-order

closure:

rq = poK,,Dij, (5)

ae

r0j = p0Kh" _x#' (6)
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where the deformation tensor D_i is defined as

0u+ 0uj 2 0uk 6,
D+j= + + j (7)

For subgrid turbulence, TASS currently uses a

conventional Smagorinsky model with modifications
for stratification and rotation effects:

Km = (c,A) 2 IDI (1 - a Ris - _ Rin) °5 (8)

Kn = aK,,, (9)

g 2

Ris = D--[, (10)

N2 = g c98
O Oz" (11)

Here Km and KH are the subgrid scale eddy dif-

fusivities of momentum and heat, respectively. Ris
is the Richardson number due to stratification, N is

the Brunt-V_[_la frequency, A=(2Ax2Az2Az)I/3

is the filter width, and c, = 0.16 and _ = 3 are con-

stunts, and/_ is a constant. The rotational Richard-

son number, RiR, represents the rotational effect on
turbulence and is analogous to the effect of stratifi-
cation.

This analogy between the rotation or streamline
curvature and buoyancy was first suggested by Brad-

shaw 24. An approximate expression for RiR applica-
ble to three-dimensional simulations is

n2 Inl (12)

where f_ isthe magnitude of three-dimensional

vorticity:s. The above formulationdoes not require

cylindricalcoordinatesor locationofvortex axis,so

itcan be readilyapplied to fullythree-dimensional

systems. Equations (8) and (12) indicatethat the

eddy viscosityKm can be effectivelyreduced within

the core of vorticeswhen RiR or Ifll/[Dlislarge.
Sincethe above formulacannot discriminatebetween

a shear flow and flow with coherentrotation,a dis-

criminatorfunctionisappliedsuch that Ria=O when

no coherentrotationispresent(thusdefaultingtothe

originalSmagorinsky model forpure shear flow[25).

Without Eq. (12),the Smagorinsky subgrid closure

model overpredicts the vortex decay rate in the vor-

tex core region and causes unrealistic growth of the
core size 2s.

In the TASS model, a time-splitting integration

scheme is used, in which the time integration is bro-

ken into small and large time steps. The acoustic
term in the momentum and pressure equations are

computed over the small time step, while other terms
are calculated over the large time step. The space

derivatives are approximated by central differences in

quadratic conservative form with 4th-order accuracy
for advection terms. Arakawa C grid staggered mesh

is employed for all variables 27. There is a choice of
different surface boundary conditions by which one

can specify the uniform surface temperature, the sur-
face heat flux or the surface energy budget. There

is also an option to choose either open or periodical
lateral boundary conditions. A detailed description

of the model was given by Proctor 9'22.

In our simulations, periodic boundary conditions

are imposed in horizontal directions and zero gra-
dient top boundary conditions and no slip bottom
conditions are used in the vertical direction. Surface

stresses are computed from similarity theory and the

surface heat flux is prescribed.

3. Initialization

3.1 Vortex Initialization

A vortex model recently developed by Proctor _-s
is used as an initial wake vortex field for three di-

mensional simulations. This model is empirical as it
is based on field observations of several wake vortices

measured early in their evolution and represents the
post roll-up, wake-vortex velocity field. The model

represents observed wake vortex tangential velocity

profile much better than previous models, such as
Lamb model. Its tangential velocity, V, is repre-
sented as

V(r) = _rF°° (l_e_LO(,/B}o.T,) (13)

where Foo is the circulation at r >> rc (re is the
initial vortex core radius defined as radial distance

of peak tangential velocity) and B is the span of the

generating aircraft. The values assumed for initial
vortex separation and circulation are derived from

aircraft weight W, wingspan B, air density p, and

airspeed V,, according to the conventional assump-

3
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tion of elliptically-loaded wing, i.e.,

IrB 4W

bo = T and Fo = _'BpV=" (14)

Note that the velocity field in Eq.(13) depends on

the wingspan B instead of the core radius rc which

may not be easy to measure with a good accuracy;

Eq.(13) is applied only at r > re. For r < re, the
model is matched with the Lamb model, i.e.,

F_ (1 e_XO(r,/B)o.,s)v(,-) - 1.4 -

-x(1- e-'"s2'('/":). (15)

The resultsfrom Han et ai.26show that thisini-

tializationprocedure givesa good comparison with

observationdata even though itdoes not depend on

the individualaircraftconfiguration.

3.2 N_easurement Data

The data we used in our simulationscome from

the experiment conducted at the Memphis Interna-

tionalAirport during August, 1995. The purpose

of the fieldexperiment was to measure wake vor-

tex,meteorologicaland aircraftdata togetherat an

operationalairportforuse invalidationofwake vor-

tex models and in the development of the AVOSS

predictionsystem. The wake vortex measurements

were performed by a van-mounted 10.6pm C02 CW

lidar29.The lidarmeasured line-of-sightvelocitiesin

a plane perpendicularto the flightpath in orderto

characterizevorticesgenerated by approaching air-
craft.

The atmospheric data setswere measured by sev-

eralinstruments,which includeda 45m towerinstru-

mented with variousmeteorologicalsensorsforwind

velocity,temperature and humidity,a radar profiler

and acousticsodarformeasuring winds aloft,aRadio

acousticsounding system (R.ASS)formeasuring tem-

perature data, and the radiosondeballoonlaunches

forthe measurement ofverticalprofilesofwind speed

and temperature_°. The standard atmospheric vari-

ablesand the atmospheric fluxeswere measured at I

Hz and 10 Hz, respectively.

Inthe Memphis fieldexperiment,most ofthetur-
bulence data come from the tower measurements at

5 and 40rn,the turbulencekineticenergy(TKE) and

the energy dissipationrate,e,are only availableat

heightsof 5 and 40m (e was calculatedby estimating

the spectralenergy density). Here, the turbulence

intensityisdefinedas weak, mild or strong in terms

of the TKE or e at a heightof 40m 31. From these

data sets,cases 1252 and 1273 were chosen for the

validationof the TASS model. Both cases have a

stablestratificationwith weak wind shear. The val-

ues of wind shear and stratificationat the surface

and initialvortex heightfor both cases are given in

Table 1.

Flight No. M-1252

(OV/cgz), 9.3x10 -_

(aV/Sz)h 4.0x 10 -s
N', 4.1x10 -2
N* _ -6.8 x 10 -4

M-1273

1.56 x 10- l
-3.0x10 -3

1.12x 10 -l
2.50x I0 -_

Table1.Valuesofwind shearand stratificationforMem-

phiscases1252 and 1273

In Table 1,subscript"s" and "h" representthe

valuesat the surface(z = 3m) and the initialvortex

height,respectively.The verticalshear of crosswind,

aV/Sz, changes with height,and the nondimen-
sionalBrunt-V_Lq_ilafrequency is N'=27rbo2/ro,

where ro isthe initialcirculationof the vortices.

The valuesof the vortex parameters and flight

data of the generatingaircraftwere obtained from

the Memphis data set29. The flighttype, initialcir-

culation,vortex core radius,vortex separation,ini-

tialvortex heightand sink rate of vortex are shown

inTable 2.

Flight No.
Aircraft

ro
r,(m)

bo(m)

ho(m)
Vo(m/s)
bolVo(s)

M-1252 M-1273

B-757 DC-10

345 489

1.5 2.5

29.8 39.6

175.0 169.5

1.87 1.97

16.1 20.1

Table 2. Aircraft type and vorl;ex parameters

3.3 Grid/Domain Configuration

The TASS model with the three-dimensionalop-

tion ischosen to perform allsimulationsin thispa-

per. The model domains, along the axial,lateral

and verticaldirections,are 75 x 150.75 x 237m and

104 x 202 x 200rn for the cases 1252 and 1273,re-

4
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spectively. As shown in Table 2, the initial separa-
tion distance of the vortex pair, bo, is 29.8m in case
1252 and 39.6m in case 1273. The domain size in

the axial direction is about 2.5bo for cases 1252 and
1273. Such a small domain size in the axial direction

may suppress the development of Crow instability

of which theoretical maximum wavelength is about
8.6bo Lo and cause homogeneous vortex decay along

this direction in a statistical sense, but it can save

much computing time without destroying the main
vortex decay mechanism Is . The domain sizes in lat-

eral directions are approximately 5bo for both cases.
The domain sizes in lateral and vertical directions

are reasonable'for a vortex pair separation of b0, be-

cause the strain rate of neighboring periodic vorices
is only a few percent of that exerted by one vortex

on the other in the vortex pair.

To save computing time, the TASS model with

two meshes of different grid resolution is used to per-
form our simulations. We first ran the TASS model

with a coarse mesh to generate a steady state tur-
bulence. Then all variables are interpolated to fine

mesh to simulate the vortex decay Both coarse and
fine meshes cover the same domain. A detailed de-

scription of this procedure will be gwen in the next
subsection.

The grid points are, respectively, 50 x 102 x 136 in

the coarse mesh and 50 x 201 × 316 in the fine mesh,

with grid size (Ax, Ay, Az) = (1.5 m, 15 m, 1.5 m),
and (Ax, Ay, Az) =(1.hm, 0.75m, 0.75m) for case
1252. In case 1273, the grid points are 52 x 100 × 100

and grid sizes are (Ax, Ay, Az) = (2m, 2rn, 2m)
in the coarse mesh, while the grid points are 52 x

202 x 200 with grid sizes (Ax, Ay, Az) = (2rn, lm,
lm) in the fine mesh. The x, y and z correspond to
the axial, lateral and vertical directions of the vortex

system and corresponding velocity components of u,
v and w, respectively.

3.4 Turbulence Initi_H=ation

To simulate the behaviour of wake vortices in a

real atmosphere, it is of crucial importance to get an
initial field which is analogous to real atmospheric
environments. One of the major difficulties in initial-

izing the model for real cases is obtaining a represen-

tative ambient turbulence field. The difficulty arises
from the intricate interaz_ion of the atmospheric tur-
bulence, stratification and wind shear. In case 1252

and 1273, the turbulence is weak due to stable strut-

ification,especiallyforcase 1252. Itisdifficultfor

the model togenerateor maintain the observed ini-

tialturbulence fieldunder stablestratificationcon-

ditionswithout an externalforcingbecause the com-

putationaldomain inthe model does not coverthe

whole a_mospheric boundary layerand there isno

energy source to maintain the turbulence.

In our simulations,we firstgenerated a turbu-

lence fieldin coarsemesh through the surfaceheat-

ing. Afterturbulencereachesa steady state,we then

interpolatedthe valuesof allvariablesinthe coarse

mesh to the finemesh. At that time, the wind and

temperature profilesdeviated from theirinitialval-

ues beause ofthe surfaceheatingand mixing turbu-

lence.To maintain the initialwind and temperature

profiles,we continued to run the model and forced

the mean wind and temperatureprofilesback totheir

initialvaluesat each time step through the surface

cooling.During thisperiod,we monitor the decrease

in turbulence kineticenergy (TKE) with time at a

height near 40m. The wake vortex pairwas injected

intothe simulationwhen the TKE at thisheightwas

approximately equalto the observed TKE measured
at 40m

In this paper, three simulations were performed

using the three dimensional TASS model and the

cases 1252 and 1273 in the Memphis field measure-
ments were used to validate the model. The first

two simulations were designed to further simulate

the vortex decay in case 1273 and 1252, respectively.

The third simulation was designed to examine the
simulation of case 1252.

The vertical profiles of measured temperature and

wind velocity that represent the air mass surrounding
the wake vortices were used to initialize the simula-

tions (Figs. 1 and 2). We assumed that the ambient

temperature and wind velocity are homogeneous in

horizontal directions and the ambient velocity along
the axial direction of wake vortex (u component)is
zero.

The energy dissipation rates and turbulence in-

tensities of the measurements and the three simula-

tions for both case 1252 and 1273 are given in Table
3.

Here rr-(ebo)t/S/Vo and Vo=r/2_rbo. "ob" and
"sin" represent the values from the observation and

simulation, respectively. A second simulation for

case 1252 (referred as M-1252-II) is a re-simulation

of the first simulation, but with somewhat larger tur-

5
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-Figure 1. The vertical profiles of (a)virtual potential
temperature and (b) wind velocities for case 1252. u
(dashed line) and v (solid line) are wind velocity in axial
and lateral (crosswind) directions, respectively.

flight No. M-1273 M-1252 M-1252-H

_(ob)

(sin)
v (ob)
77(sm)

3.18x10 -4
2.95 x 10 -4

1.21xi0 -l
1.42x10 -l

Table3.

1.35x I0 -e 1.35x i0 -e

6.27x 10 -6 4.30x10 -5
1.84x I0 -2 1.84xi0 -2

3.05x10 -2 5.85xi0 -2

Turbulence intensity

bulenceintensitythan was observed.

4. Results and Discussion

4.1 Case 1273

In case 1273 a wake vortex isgeneratedby a DC-

I0 at an elevationof 170 m. The vorticesdescend

through weak crosswindand low turbulenceand are

not influencedby the ground untilafter60 s.The at-

mospheric temperature profileisweakly stableabove

50 m elevation,but becomes increasingstabletoward

the ground. Resultsfrom thiscase are shown inFig.
3-6.

Figure 3 shows the radialdistributionofnormal-

ized circulationfor 3-D simulationand Lidar mea-

surement data for case 1273 at t= 15, 45 and 75

second. Comparison of the profilesshows that the

circulationcomputed from the model agreesgener-

allywith thatmeasured by the Lidar.Both thesim-

ulationsand observationsshow that the circulation

decreaseswith time and the core radiusremains a

constant.

_m

_.Iso
N

tOO

{a)
X,

305 310 ..4 -2 0

e, O0 u ,rod v (m_s)

Figure 2. Same as Fig.

I!/

¥ J u

f

I,but forcue 1273.

The circulationdecays more or lessuniformlywith

radiusas shown in Fig. 3. At t=75s, the vortexhas

descended to about 35m above the ground (seeFig.

6),where the stratificationbecomes more stableand

the ground begins to interactstronglywith the vor-

tex pair.

Figure 3 also indicatesthat the modeled circu-

lation,in some degree,deviatesfrom the observed
circulation.One of the reasons is that the mod-

eled circulationwas obtained directlyby integrating

the vorticityfieldand then averagingthe circulations

at allcross-sectionsalong axialdirection,whilethe

measured circulationwas estimated from Lidarline-

of-sightvelocitiesat one cross-section.

The radialdistributionoftangentialvelocityfrom

the simulationand Lidar measurement at t=lS, 45

and 75s isshown inFigure4. Itisclearthatthe tan-

gentialvelocitydecays with increasingtime and ra-

dialdistance.At t=75s, the tangentialvelocitynear

the edge ofthe core radiusisreduced to about 30%

ofitsinitialvalue.The rapid decay iscaused by the

ambient turbulenceand stratification,ratherthan by

molecular diffusionand core expansion which need

more than severalhours to undergo a similardecay.

In fact,Fig. 4c shows that the core radiusonly in-

creaseto 3.0m from itsinitialvalueof 2.5m. These

resultsagreewellwith the estimatesofSarpkaya_I.

The averaged circulationsof3-10m and 5-15m are

plottedin Figure 5. The 3-10m averaged circulation

iswell matched with measurements, except forthe

time lessthan 10s when the observed circulationwas

largerthan the modeled circulation.In our simula-

6
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Figure 3. The radialdistributionof circulationfrom the TASS simulation and Lidar measurements for case 1273 at

(a)r=lSs, (b) 45s and (c) 73s. Circulationisnormalized by the initialtheoreticalcirculation,and radius isnormalized

by the initialcore radius (rc=2.5 m). Symbols representLidar measurements of leftand right sidesof port voreex.

Solid and dashed linesrepresent the simulated Port and Starboard vortices,respectively.
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Figure 6. The vortex height history from the simulation and fieldmeasurements for case 1273. Symbols represent

Lidar measurements. Solid and dashed linesrepresent the simulated port and starboard vortices,respectively.
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tion, the 5-10m averaged circulation decays slowly
before t=60s and more rapidly after that time (Fig.

5b). Although the modeled circulations are slightly
larger than the observed circulation, the differences

are within 20%. The discrepancy at early times may

be caused by measurement error, since Campbell et
al.32 have found that the measured Lidar circulations

were overestimated during initial times.

Comparisons of the modeled results with field

measurements of the vortex trajectories are shown

in Figure 6. It can be seen that the development
of the vortex height with time from both the simu-

lation and observation is in reasonably good agree-

ment. The vortices linearly descend until at t=60s
when they stall due to the stable stratification, wind-

shear, and ground effect. The vortices descended to

an average height of 55m at about t=85s. After that
time, they rise slightly.

As shown in Fig. 6, the port vortex is deflected
to a higher altitude than its starboard counterpart,
and the mutual induction between the two vortices

is weakened because of the increasing separation be-
tween the two vortices. Our simulation is consistent

with Proctor's two-dimensional simulation _, regard-

ing the influence of crosswind shear on vortex de-
scent. Compared with the measurement data (Fig.

6), the starboard vortex descended a lower altitude

(about 25m) than that observed (about 40m) during
later time of the experiment.

4.2 Case 1252

Case 1252 is somewhat similar to 1273 except

that the wake is generated by a B-757 in an environ-
ment of slightly weaker stratification and turbulence.
Both the simulated and observed wakes descend to

the top of the stable layer at 40m in about 100s.

The radial distribution of normalized circulation

and tangential velocity from the 3-D simulation and

Lidar measurement data for case 1252 at t-- 15, 30

and 80s are shown in Figures 7-8. The modeled circu-
Lation decays slower than the measured circulation,

pamcularly at t<40s or r/rc > 5. The tangential
velocity is well matched with the observation data,

except near the core radius where the model under
predicts the tangential velocity.

Figure 9 shows the averaged circulations of 3-10m
and 5-15m at different times. The model predicts the

decay of the 3-10m averaged circulation very well,

but under predicts the decay of the 5-15m averaged

circulation. Measurement shows decay more rapidly

before t--40s. One possible reason for the under pre-

diction of the decay could be an underestimation in

the intensity of the ambient turbulence. Therefore,
an additional simulation has been run using a slightly

higher value of turbulence and will be presented later
in this section.

The vortex trajectories from the simulation and
observation are shown in Figure 10, and it can be

seen that the vortex trajectories are well predicted.

Unlike in case 1273, the vortices do not show any

rising motion prior to ground interaction. Fig. 10a
shows the wake vortices linearly descending with a

velocity of 1.Sm/s before 70s, but slowly descending
after 70s apparently due to the strong stratification

and ground effects. The effect of the crosswind is

clear in Fig. 10b. Both vortices are transported in
the same direction. They move away from the posi-

tion of generation before 45s and turn back to their

original position during later time. This is partly
due to the downward transport of cross flow momen-

tum from their generation point. It is worthy to note
that the effect of the crosswind is not simple advec-

tion since the slope of the lateral position vs time
relationisdifferentforboth vortices.

To investigatewhether the relativelyfasterdecay

from the Lidar measurements might have been as-

sociatedwith an under-reportedlevelof turbulence

intensity,we have rerun case 1252 with a slightly

largervaluefor ambient turbulence. Otherwise,all

conditionsare identicalwith those in the previous

simulation, with _ now set to 4.3x 10-Srn2/s 3.

The radial distribution of normalized circulation

and tangential velocity for the simulation and Li-
dar measurement data at t= 30 are shown in Figure
12. It can be seen that the modeled circulation and

tangential velocity are well matched with the Lidar
measurements. Comparing with Figs. 8-9, the circu-

lation decay is much faster at all radii for the larger

intensity of ambient turbulence.

Figure 12 shows that the averaged circulations of
both 3-10m and 5-10m are well predicted except that

the model slightly over-predicts the decay of the 3-

I0m averaged circulation after t=60s due to slightly

stronger turbulence. Compared with Fig. 9, we can
see from Fig. 12 that this simulation better repro-
duced the behavior of wake vortices. The vortices

decay rapidly for the time less than 40s and decay

slowly after that time. A possible explanation for
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thisgood agreement isthatthe measured dissipation
ratewas under-estimatedor that the valueobserved

at 40 m did not characterizethe turbulenceintensity

atother akitudes.

5. Summary

To validatethe applicationof LES to wake vor-

tex decay,three-dimensionalsimulationsin a realis-

ticatmospheric boundary layerwere performed us-

ing NASA's "lASS model. Two case studieswere

presentedwhich were initializedfrom and compared

with Memphis fieldsmeasurements.

Our resultsindicatethat the TASS model suc-

cessfullypredictedthe behavior ofaircraftwake vor-

ticeswithin environments representinga transition-

ing atmospheric boundary layerfollowing sunset.

Good agreement was obtained between simulations

and measurements forthe wake vortex trajectories.

Exceptionalagreement with the measurements was

obtained for vortex decay. The three-dimensional

simulationssuggestthatambient turbulence,stratifi-

cationand wind shearplay important rolesinthede-

cay and transportofwake vortices.Ambient turbu-

lencesignificantlyinfluencesthe vortexdecay.Study

on the specificrolesof wind shear,stratificationand

turbulenceon vortexbehavior pertinenttothesetwo

casesare inprogress.
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Abstract

Algorithms are developed to extract atmospheric boundary layer profiles for turbulence

kinetic energy (TKE) and energy dissipation rate (EDR), with data from a meteorological

tower as input. The profiles are based on similarity theory and scalings for the atmospheric

boundary layer. The calculated profiles of EDR and TKE are required to match the observed

values at 5 and 40 m. The algorithms are coded for operational use and yield plausible profiles

over the diurnal variation of the atmospheric boundary layer.
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1 Introduction

To safely reduce aircraft spacing and increase airport capacity, NASA is developing a

predictor system, called the Aircraft VOrtex Spacing System (AVOSS: Hinton, 1995; Hinton

et al., 1999; Perry et al., 1997). This system includes prediction algorithms for aircraft

wake vortex transport and decay. Semi-empirical vortex prediction algorithms have been

developed and incorporated within the AVOSS (Robins et al., 1998; Sarpkaya et al., 2000).

One of the key input elements for the AVOSS prediction algorithms is the atmospheric

boundary layer (ABL) turbulence of which the intensity can be represented by turbulent

kinetic energy (TKE) or eddy energy dissipation rate (EDR). While the prediction algorithms

require the vertical profiles for the TKE and EDR at least up to the vortex generation height,

the observational data for the TKE and EDR are available only from a meteorological tower

at the heights of 5 and 40 m above the ground.

In supporting the AVOSS project of NASA Langley Research Center, the wake vortex

research group at North Carolina State University (NCSU) has developed algorithms and

software which can generate the vertical profiles of TKE and EDR. These algorithms are

based on the ABL similarity relations (Arya, 1988, 1995, 2000; Caughey et al., 1979; Rao

and Nappo, 1998; Sorbjan, 1989; Stull, 1988) and available experimental data.

Section 2 describes the ABL similarity relations with respect to the vertical profiles of

the TKE and EDR that are dependent upon the ABL stability. Section 3 contains a detailed

description of the software. In Section 4, estimates from the similarity relations are compared

with the observed data. Section 5 provides information on running the software. Finally,

the summary of this study is given in Section 6.



2 Similarity Relations for the TKE and EDR Profiles

ABL observations frequently show consistent and repeatable characteristics from which

empirical similarity relationships have been obtained for the variables of interest such as

TKE and EDR. Similarity theory is based on the organization of variables into dimensionless

groups that come out of the dimensional analysis. The dimensional analysis is a technique

used in science and engineering to establish a relationship between different quantities. The

functional relationships between dimensionless groups are referred to as similarity relations,

because they express the conditions under which two or more flow regimes would be similar.

Similarity relationships that have certain universal properties are usually designed to apply

to equilibrium (steady-state) situations. One of the well-known similarity relations is the

logarithmic velocity profile law observed in surface or wall layers under neutral stratification.

The proposed similarity relationships for TKE and EDR are fundamentally based on the

Monin-Obukhov similarity (_Ionin and Obukhov, 1954) and mixed-layer similarity (Dear-

dorff, 1972) theories. The former is applied to a stratified surface layer and is sometimes

called the surface-layer similarity theory, whereas the latter is applied to mixed layers that

often develops during daytime convective conditions. These similarity theories have provided

the most suitable and acceptable framework for organizing and presenting the ABL data, as

well as for extrapolating and predicting certain ABL information where direct measurements

of the same are not available.

Using the framework of these similarity theories, a variety of similarity relationships have

been suggested to describe the vertical profiles of mean and turbulence fields as functions of

the dimensionless groups z/L and/or z/h, covering whole ABL including the surface layer

(Arya, 1988, 1995, 2000; Caughey et al., 1979; Hogstrom, 1996; Rao and Nappo, 1998;

Sorbjan, 1989; Stull, 1988). Occasionally, various investigators have suggested different

values for the empirical coefficients. Based on the similarity scaling in the atmospheric

surface layer and boundary laver under different stability conditions, the expressions and

parameterizations for the vertical profiles of TKE and EDR and related characteristic scales
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are suggestedin the following subsections;someof the expressionsare adopted directly

from those references,whereasthe others are derived using the similarity relationships of

turbulence variablesother than TI(E and EDR.

2.1 Neutral and Stable Boundary Layers (z/L > O)

The boundary layer may be subdivided into a surface layer (in which stress is nearly

constant with height) and an outer laver. A separate set of algorithms is assigned to each

sublayer as follows.

2.1.1 Surface Layer (:_< 01h)

In the surface layer, tile It_:E (c) and EDR (c) are given by (Hogstrom, 1996; Rao and

Nappo, 1998)

= (i)

= _ 1.24 + 4.3 , (2)

where k __ 0.4 is yon Karman constant. The friction velocity, u., is defined as

= + (a)

where the right hand side of Eq. (3) represents the total vertical momentum flux near the

surface (the subscript s denotes the ground surface). The Obukhov length L depends on

both the momentum and heat fluxes near the surface and is defined later; the ratio z/L is

the fundamental similarity parameter of the Monin-Obukhov similarity theory.

2.1.2 Outer Layer (z > 0.1h)

Expressions for the outer layer can be assigned according to the level of stratification.

(1) Neutral and Stable Boundary Layer

In the neutral and moderately stable boundary layer, the TKE and EDR are given by

(Hogstrom, 1996; Rao and Nappo, 1998)

e = 6u 1 - , 4
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Alternatively, Eqs.(4) and (5) may also be used for the entire boundary layer, including the

surface layer.

(2) Very Stable and Decoupled Layers

In the very stable boundary layer and decoupled layers,

expressed by extension of Eqs.(1) and (2) as

e -_ 6u 2,

the TKE and EDR can be

(6)

43 (7)
e = • kLL'

where UL is the local (friction) velocity scale and LL is the local buoyancy length scale. Under

very stable conditions, the elevated layers of turbulence are decoupled from the surface and

the local fluxes and scales cannot be reliably estimated. Perhaps, an empirical relationship

between the overall turbulence intensity (el/2/_) and Richardson number should be explored.

It is worthwhile to note that some experimental results show that Eq.(5) can be still used

to estimate e even in a very stable boundary layer.

2.2 Unstable Boundary Layer (z/L < O)

The unstable ABL such as during daytime surface heating can be divided into three

regimes depending upon the stability parameter, z/L or h/L.

2.2.1 Strongly Unstable (Convective) Regime ([z/L[ > 0.5)

The structure of the convective regime is dominated by buoyancy. The mean wind

velocity and potential temperature profiles are nearly uniform with height. For this reason,

the convective outer layer is called the "mixed layer." The mixed layer is topped by an

inversion layer in which temperature increases with height. A broad maximum of TKE is

usually found in the middle of the mixed layer, while EDR decreases slightly with height.

(1) Surface Layer (z <_ 0.1h)

4



In the surfacelayer, the TKE and EDR aregiven by (Arya, 2000)

e = 0.36w. 2 + 0.85ue, 1 - 3

U,

e=_z 1+0.5

(2) Mixed Layer

In the mixed layer, the TKE is given by (Arya, 2000)

or, for most practical purposes,

e = 0.54 w,2.

(s)

(9)

2) 2 (i0)

The EDR decreases slowly with height at a linear rate (Sorbjan, 1989), i.e.,

(11)

3

_ h '

where the convective velocity scale w. is defined as

Here g is the gravitational acceleration, To is the reference temperature, and (w'0,')s

mean surface heat flux.

2.2.2 Moderately Unstable Regime (0.02 < Iz/LI < 0.5)

(13)

is the

In this regime, the mechanical production of TKE is comparable with buoyancy pro-

duction of TKE, i.e., turbulence generation from vertical wind shear is comparable to that

generated from surface heating. The TKE in this regime is more or less uniform over the

boundary layer or may decrease slightly with height, and the boundary layer structure may

be more uncertain.

2.2.3 Weakly Unstable (Near-Neutral) Regime (Iz/LI < 0.02 or Ih/LI < 1.5)

This regime often occurs during the transition period of early morning and late afternoon

or during overcast days with strong winds. The lapse rate for temperature tends to be near-

neutral. In this regime, mechanical (shear) production dominates the TKE budget.

5



3 Software Description

In order to generate vertical profiles of TKE and EDR for operational applications,

software is written which utilizes tile algorithms in the previous section with observations

measured at 5 and 40m above the ground. With the determination of the characteristic

similarity scales (such as L, u., w., and h), the computation of the TKE and EDR profiles

is straightforward. The characteristic similarity scales can be estimated from the winds and

virtual potential temperatures measured at two levels near the ground.

Since the atmospheric similarity relationships are based on the mean quantities of the

observed wind, temperature, aml turbulence, the required time averaging interval for EDR

and TKE profiles should be at least 30 minutes (Stull, 1988). Hence, with the exception of

TKE, all measured variables _:(, 30-minute averaged. For the measured TKE, a 30-minute

median value is used, since sp,,ra,tic measurements of exceptionally large TKE can cause an

unrealistic TKE average.

The vertical profiles generat_'d from similarity theory are additionally required to match

the measured values at z = 5 and 40 m as closely as possible. Often the profiles generated

from similarity expressions do not exactly match the observed values at z = 5 and 40m

simultaneously. Therefore, the TKE and EDR profiles between z = 5 and 40 ra are assumed

to be linear and independent of the similarity relationships. In addition, upper and lower

bounds for the values of TKE and EDR at z = 5 m are specified to prevent unrealistically

large or small values compared with those at z = 40 m. Above 40 m, the similarity profiles

are used, but are adjusted to match the observed TKE and EDR at z = 40 m.

3.1 Determination of Surface Layer Similarity Scales

According to algorithms in the previous section, software requires to first determine

surface layer similarity scales L and u..

The Obukhov length is defined as

3

L = u. (14)
kCg/To)Cw'O '),
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in which friction velocity and the surfaceheat flux can be estimated from measurementsof

the mean differencesor gradientsof velocity and temperature betweenany two heights zl

and z2 within the surface layer, but well above the tops of roughness elements.

Letting Ar = fi2 - rl and 50, = 0,2 - 0,1 be the difference in mean velocities and

virtual potential temperatures across the height interval Az = z2 - zl, one can determine

the gradient Richardson number (Ri) at the geometric height zm = (zlz2) 1/_ by

Ri(zml= g (tnz  zm, z,j 2 (15)

The corresponding value of the Monin-Obukhov stability parameter Cm --" zm/L can be

determined from the relations given by (Arya, 1988)

for Ri < 0, (16)

_'m= for 0_<Ri<0.2.
1- 5Ri(zm)'

Then. the basic universal similarity functions Cm and Ch are directly related to 4m, i.e.,

Ch=¢m 2=(1- 15_'m) -1/2, for _'m <0

¢h = ¢_ = (1 + 5¢m), for ¢_ > 0

The similarity relations of Eqs.(17) and (19) are not valid for Ri >_ 0.2 and Cm > 1.

(17)

(18)

(19)

Finally, the friction velocity and the surface heat flux can be obtained from the following

karl

_" ¢,_(_,,,)_(z_/z,)' (20)

(21)

relations

The parameters Ri(zm) and zm/L are used to determine the stability criteria discussed

in the previous section, while the friction velocity u. is used to estimate the ABL height h

in the neutral and stable boundary layer.



3.2 TKE and EDR Profiles in Neutral and Stable Boundary Layer

(zm/L>_O)

The boundary layer height can be estimated as the minimum of those given by the

following diagnostic relations (Arya, 1995):

(22)
h = 0.3 7,

h=0.4 , (23)

where f is the Coriolis parameter. Note that Eq.(22) is valid only for a stationary neutral

boundary layer, but it gives an upper bound for h in slightly stable or near-neutral conditions

when L becomes too large and Eq.(23) overestimates h.

Then, Eqs.(4) and (5) are applied to obtain TKE and EDR profiles above z = 40m

height. The friction velocity in Eqs.(4) and (5) is adjusted so that the profiles are continuous

at z = 40 m, and might be slightly different from that given by Eq.(20).

3.3 TKE and EDR Profiles in Unstable Boundary Layer (zm/L < O)

3.3.1 Strongly Unstable (Convective) Regime (Izm/L I > 0.5)

In this regime, the ABL height is usually estimated from the height of the inversion base,

which can be determined from the vertical temperature sounding. However, it is difficult to

obtain the temperature inversion base from the existing sounding data from the Dallas/Ft.

Worth (DFW) and Memphis field experiments. This is because the soundings often do not

extend above a height of 1 kin, whereas the ABL height in this regime can easily reach a

height of 2 -3 km. Alternatively, we estimate the boundary layer height from Eqs.(ll) and

(12), using the measured TKE and EDR at z = 40 m, i.e.,

h = 0.4 -4- qO.16 --_ 0.3 Z4o e4o/(e4o/0.54)'5 (24)

e4ol(e4olO.54)'._

where subscript 40 represents z = 40 m. Although the height of z = 40m is within the

surface layer (z < 0.1h) in most of cases of this regime, the observations indicate that the

8



mixed layer similarity may also be usedfor the entire boundary layer except for the layer

very closeto the surface.

Then, Eqs.(lO) and (12) are applied to obtain TKE and EDR profiles above z = 40m

height, respectively. The convective velocity scale in Eq.(10) is adjusted for the TKE profile

to be continuous at z = 40 m, and will be slightly different from that estimated from Eq.(ll).

3.3.2 Moderately Unstable Regime (0.02 < [zm/L[ <_ 0.5)

This regime also includes the cases of e5 > e40 but [zm/L[ > 0.5, since TKE (i.e., e)

usually increases with height near the surface in the convective regime. The profiles are

obtained in the same way" as in the convective regime except that Eq.(11) is used for TKE

profile rather than Eq.(10).

3.3.3 Weakly Unstable (Near-Neutral) Regime ([zm/L[ <_ 0.02 or [h/L[ < 1.5)

In this regime, the formulations for the neutral boundary layer are applied for the profiles.



4 Comparisons with Observed Data

The friction velocity and TKE and EDR at z = 5 m and 40 m estimated from the simi-

larity relations in the previous sections have been compared to measurement data from the

Dallas/Ft. Worth (DFW) Airport Field Experiment (Dasey et al., 1998) during the period

of September 15 - October 3, 1997. The height of z = 5 m is essentially assumed to be within

the surface layer. The measured u. and EDR are 30-minute averaged, while the measured

TKE is a median value over 30-minutes. The frequency for each stability regime is shown in

Table 1, indicating that most of data belong to stable and moderately unstable regimes. In

the following, the comparisons are performed in two stability groups, that is, neutral and sta-

ble regime including the weakly unstable regime and unstable regime including moderately

unstable and convective regimes.

4.1 Friction Velocity (u,)

Figure 1 shows that the estimated u. from mean velocity measurements with Eq. (20)

agrees well with the measured u. from the momentum flux at z = 5 m, but the data scatter

becomes larger for weaker u.. In particular, for very small values of u., which are often

obtained during very stable conditions, the estimated u. tends to be significantly smaller

than the measured u.. This is because the Monin-Obukhov similarity theory on which u.

estimates are based, is not applicable under very stable conditions (Nappo and Johansson,

1999).

4.2 TKEat z=5m and 40m

As formulated in sections 2 and 3, the estimated TKE at z = 5 m in neutral and stable

conditions is given as a function of only u., while in unstable conditions, it is given as a

function of u., w., L and z. As shown in Fig. 2, the estimated TKE appears to agree with

the measured, although data scatter becomes larger for smaller values. This is especially

true in neutral and stable conditions. For very small values of TKE, most of the estimated

10



TKE valuesare significantly lower than the measuredTKE. The agreementbetweenthe

estimated and measuredTKE is much better for the unstableconditions.

At z = 40m, only a comparison for the neutral and stable conditions is conducted.

In unstable conditions, the to. and h are calculated from the measured EDR and TKE at

z = 40 m and thus, the estimated TKE and EDR at z = 40 m will match their measured

values at z = 40 m, exactly. Figure 3 shows that similar to TKE at z = 5 m, the estimated

TKE in neutral and stable conditions agrees reasonably well with the measured TKE, but

data scatter at z = 40 rn is larger than that at z = 5 rn, especially for smaller TKE values.

4.3 EDR at z = 5rn and 407rz

Using the estimated valu_,s I,f _. and L, EDR at z = 5 m is calculated from Eqs. (2) and

(9). Its 'measured' values w_,tt, ,,t,taim, d from the power spectrum of the observed wind data

using the theoretical Kolmog¢_rov relations of the spectra in the inertial subrange.

Figure 4 shows that at z = 5 rT_. the estimated EDR appears to increase linearly with

increasing measured EDR, but is considerably overestimated in both stability regimes. Data

scatter is somewhat larger compared to that of TKE. Similar to that of TKE, however, the

data scatter increases with decreasing values of EDR and is larger in neutral and stable

conditions than in unstable conditions. As explained in section 4.2, the comparison for EDR

at z = 40m is conducted only for the neutral and stable conditions. Figure 5 shows that

agreement and data scatter between estimated and measured EDR at z = 40 m are similar

to those at z = 5 m, but with smaller overestimation.

4.4 Adjustments in TKE and EDR Profiles

As shown in the above comparison plots, the ABL similarity theory appears to represent

the measured u. and TKE at z = 5 m and z = 40 m reasonably well, but with increasing data

scatter for decreasing values of u. and TKE. On the other hand, the estimated EDR consid-

erably overestimates the measured EDR, although estimated and measured values appear to

11



be strongly correlatedwith a linear relationship betweenthe two. As describedin section 3,

therefore_we require that the generatedprofiles for TKE and EDR match the measuredval-

uesat z = 5 and 40 m while maintaining the profile shape from the similarity theory above

z = 40 m. Otherwise, the estimated profiles for TKE and EDR may significantly deviate

from those 'measured', especially for small values of TKE and EDR.

12



5 Procedure of Running Software

The software is coded in FORTRAN and is designed for operational use. The code is

composed of one main program and two subroutines. As input the main program reads data

files containing TKE and EDR at z = 5 m and z = 40 m, as well as mean winds and virtual

potential temperatures at two levels near the surface. The subroutine "EDRTKE_STABLE"

computes TKE and EDR profiles under neutral and stable conditions. The other subroutine

"EDRTKE_UNSTABLE" computes TKE and EDR profiles under unstable conditions. On

output, vertical profiles of TKE and EDR are generated from the main program.

In executing the code, one needs to enter the following:

• latitude (degree) of the airport, which is used to calculate the Coriolis parameter f.

• one-minute averaged tower data file for wind and virtual potential temperature at two

levels near the surface.

• measured 30-minute averaged EDR data file at z = 5 m.

• measured 30-minute averaged EDR data file at z = 40 m.

• measured 5-minute averaged TKE data file at z = 5 m.

• measured 5-minute averaged TKE data file at z = 40 m.

Once the input data files have been successfully entered, the code then generates an

output file, which contains not only the vertical profiles of TKE and EDR, but also the

output of similarity scales such as h, L, u,, and w,. Figures 6 and 7 show a diurnal variation

of TKE and EDR profiles generated by the software for a typical sunny day.
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6 Summary and Discussion

Based on the existing similarity theories in the atmospheric surface layer and bound-

ary layer under different stability conditions, the expressions and parameterizations for the

vertical profiles of TKE and EDR have been suggested. Compared with observation, theoret-

ically estimated TKE at 5 and 40 m heights above ground appears to agree reasonably well

with those observed at the same heights except for the very small values of TKE. However,

theoretically estimated EDR at 5 and 40 m heights considerably overestimates the observed

EDR with large data scatter, although estimated and measured values appear to be strongly

correlated with a linear relation._hip between the two.

From the ABL similarit) _-,,iatiouships and their comparisons with the observations, soft-

ware has been developed t_ _:.,'r_'rate realistic vertical profiles of TKE and EDR. The input

parameters for the softwa_t' _,, tht'_ measured TKE and EDR at the heights of z = 5 and

40 rn above the ground, and _h, _ measured winds and virtual potential temperatures at two

levels near the ground from which characteristic similarity scales, such as L and u,, can be

estimated. In the software, to minimize the difference between the similarity relations and

observations it has been required that calculated values match the observed values at the

heights of 5 and 40 rn while maintaining the profile shape from the similarity theory above

40 m. Although the software yields very plausible vertical profiles and their diurnal varia-

tions, statistics for the difference between the values estimated from the software and the

measured values of TKE and EDR at the heights other than 5 and 40 m has to be obtained

for further improvement of the software.
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Stability Frequency (%)

Stable

Weakly Unstable

Moderately Unstable

Strongly Unstable

54

5

37

4

Table 1: Stability frequency (%) in the Dallas/Ft. Worth (DFW) Airport Field Experiment

during the period of September 15 - October 3, 1997, where data from two rainy days and

one day for which data are partly missing have been omitted from the total data set.
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